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a b s t r a c t

DNA computing has been applied in broad fields such as graph theory, finite state problems, and combina-
torial problem. DNA computing approaches are more suitable used to solve many combinatorial problems
because of the vast parallelism and high-density storage. The CLIQUE algorithm is one of the gird-based
clustering techniques for spatial data. It is the combinatorial problem of the density cells. Therefore we
utilize DNA computing using the closed-circle DNA sequences to execute the CLIQUE algorithm for the
two-dimensional data. In our study, the process of clustering becomes a parallel bio-chemical reaction
and the DNA sequences representing the marked cells can be combined to form a closed-circle DNA
sequences. This strategy is a new application of DNA computing. Although the strategy is only for the
two-dimensional data, it provides a new idea to consider the grids to be vertexes in a graph and transform
the search problem into a combinatorial problem.

© 2011 Elsevier Ireland Ltd. All rights reserved.

1. Introduction

In 1994, Adleman (1994) solved a 7-vertex Hamilton path prob-
lem (HPP) and it was a breakthrough in DNA computing. DNA
computing shows a great potential to solve combinatorial prob-
lems in various areas of applications because of its great storage
ability and parallel reactions.

Compared with silicon computers, DNA computing methods
were more suitable to be used in complex computational prob-
lems (Lipton, 1995) such as the Hamilton path problem, maximal
clique problem (Ouyang et al., 1997), satisfiability problem (Liu
et al., 2000), and chess problems (Faulhammer et al., 2000). These
biological techniques are also used to solve some real problems
(Barreto et al., 2006; Yamamoto et al., 2000; Zhou et al., 2007, 2008).
DNA computing makes use of DNA sequences generated on cer-
tain rules to combine with each other in some biological reactions
such as hybridization and ligation in the test tube. The solution will
be generated in the test tube. The advantage of these approaches
is the huge inherent parallelism, which has the potential to yield
vast speedups over conventional silicon computers for such search
problems.
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In this paper we present another research on clustering based
on the idea of CLIQUE (Clustering in QUEst (Agrawal et al., 1998))
using DNA computing. The parallel ability and potential of solv-
ing combinatorial problem of DNA computing are employed in this
study. We propose the basic idea of using DNA computing tech-
niques to realize the CLIQUE algorithm based on the closed-circle
DNA sequences and meanwhile provide the coding methods as well
as bio-chemical operations design. We provide a new algorithm
to simulate our idea and discuss the time complexities between
the general CLIQUE algorithm and the new algorithm, by using
the parallel strategy. In the experiments, we give two experiments
to prove the feasibility of the idea in simple graph and complex
graphs.

2. Motivation

Most clustering algorithms exhibit polynomial or exponential
complexity. The problem becomes even far more challenging when
the number of clusters is unknown and the data set become huge
(Jain and Law, 2005). The appearance of DNA computing provides
an interesting and viable alternative.

During clustering, we need to calculate and process all combi-
nations of data points which contain the right clustering solution.
Thus the clustering is the combinational problem of the patterns.
While the database size increases, the number of patterns also
increase. The silicon computer only uses some algorithms to solve
the problem and the solution may be the optimal of the part. The sil-
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Fig. 1. The example graph of the 12 patterns.

icon computer might not be sufficient to face the enormous amount
of calculations.

There are two advantages of DNA computing. One is the par-
allelism to process the calculations and another is the storage
potentiality. An operation can take 10−24 s in a single test tube.
Meanwhile, 1 bit information can be stored in 1 nm3 in biologi-
cal computing compared to a conventional storage media (Ezziane,
2005).

DNA computing is suitable to solve the combinatorial prob-
lems because it can obtain all the possible solutions. The
first application of DNA computing is to solve the combina-
torial problem (HPP). The researchers obtained many possible
combinatorial solutions of the seven vertexes though some
biological operations. The right solution was also in the test
tube.

Considering the above analysis, DNA computing is also suitable
to solve the clustering problem with its capability of massively par-
allel processing and greater storage. This is the new idea to use
biological approach for the clustering problem. Once the biologi-
cal techniques are mature, the advantages of DNA computing will
appear.

Fig. 2. The graph is the regular structure of the n × m vertexes forms a rectangle or
square.

3. Background

3.1. CLIQUE algorithm

Grid-based clustering techniques are usually used for the
more complex and high-dimension data. The main application
is spatial data such as the geometric structure of objects in
space, their relationships, properties and operations (Andritsos,
2002). The basic idea is to quantize the data set into a
number of grids and then deal with objects belonging to
these grids. This algorithm does not pay attention to the
points but rather builds several hierarchical levels of groups of
objects.

The CLIQUE algorithm is a grid-based method, which is a sub-
space clustering algorithm for high-dimension data. The CLIQUE
algorithm first finds one-dimensional dense grids, then two-
dimensional dense rectangles and so on, until all dense hyper
rectangles of dimensionality k are found. Actually, the CLIQUE algo-
rithm is an algorithm combined by density-based method and
grid-based method (Han, 2000). The advantages of the CLIQUE
algorithm are that it is unnecessary to require the order of the
input data and it is very effective for the clustering of the spa-
tial data in the high-dimension data. However, this algorithm has
some disadvantages: (a) the grids can destroy the boundary of
the group; (b) the threshold must be given; (c) the isolated point
cannot be deleted automatically. Many researchers improved the
CLIQUE algorithm in order to make it the best for clustering spa-
tial data. Goil et al. (1999) presented the MAFIA algorithm, which
improved the boundary shape and decreased the total run time.
The ENCLUS (Entropy-based clustering) algorithm used entropy to
compare each subspace (Cheng et al., 1999). Nagesh et al. (2000)
proposed a scalable parallel subspace clustering algorithm for mas-
sive data sets, which was useful to cluster the pocket data. These
improved CLIQUE algorithms have their characters whereas there
is no CLIQUE algorithm which can be suitable for all spatial data.
However, the combinatorial problems of the grids must be realized
in any CLIQUE algorithm, which is the important step in the CLIQUE
algorithm.
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