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h i g h l i g h t s

� All five tested baseline models predict annual energy use with similar accuracy.
� A twelve-month training period leads to errors less that 8.5% in most buildings.
� A shorter training period is sufficient for models that adjust for weather.
� Combining buildings into a portfolio leads to lower relative error in energy use.
� Evaluation methods can be applied to black-box models.
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a b s t r a c t

We present a methodology to evaluate the accuracy of baseline energy predictions. To evaluate the pre-
dictions from a computer program, the program is provided with electric load data, and additional data
such as outdoor air temperature, from a ‘‘training period’’ of at least several months duration, and used to
predict the energy use as a function of time during the subsequent ‘‘prediction period.’’ The predicted
energy use is compared to the actual energy use, and errors are summarized with several metrics, includ-
ing bias and mean absolute percent error (MAPE). An important feature of this methodology is that it can
be used to assess the predictive accuracy of a model even if the model itself is not provided to the eval-
uator, so that proprietary tools can be evaluated while protecting the developer’s intellectual property.
The methodology was applied to evaluate several standard statistical models using data from four hun-
dred randomly selected commercial buildings in a large utility territory in Northern California; the result
is a statistical distribution of errors for each of the models. We also demonstrate how the methodology
can be used to assess the uncertainty in baseline energy predictions for a portfolio of buildings, which is
an issue that is important for the design of utility programs that incentivize energy savings. The findings
of this work can be used to (1) inform technology assessments for technologies that deliver operational
and/or behavioral savings; and (2) determine the expected accuracy of statistical models used for auto-
mated measurement and verification (M&V) of energy savings.

� 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Energy Management and Information Systems (EMIS) span a
spectrum of technologies and services including energy informa-
tion systems (EIS), building automation systems, fault detection
and diagnostics, and monthly energy analysis tools [1]. Tools such
as EIS have enabled whole-building energy savings of up to 10–20%
with simple paybacks on the order of 1–3 years [2,3] through

multiple strategies such as: identification of operational efficiency
improvement opportunities, fault and energy anomaly detection,
and inducement of behavioral change among occupants and oper-
ations personnel.

In addition to enabling savings, some EMIS also automate the
quantification of whole-building energy savings, relative to a base-
line period, using empirical models that relate energy consumption
to parameters such as ambient weather conditions and building
operation schedule [4–8]. Interval meter data enable the use of
baseline models that have several advantages over the monthly
models that have traditionally been used to characterize whole-
building energy performance [9–11]: they can determine the
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relationship between temperature and electric load more accu-
rately and with a shorter duration of data, and they can make pre-
dictions at a much finer timescale.

Automated baseline models can be used to streamline the
whole-building measurement and verification (M&V) process,
greatly reducing the cost compared to traditional processes, which
require a level of building engineering expertise that limits scala-
bility. However, several questions remain to be answered before
energy managers and utility programs can confidently adopt
emerging automation capabilities. For example, in energy effi-
ciency applications one objective is to quantify and minimize the
uncertainty in reported whole-building savings, which depends
on baseline model effectiveness, building predictability, portfolio
aggregation effects, and depth of savings being measured [6].

This paper presents an extension of prior research [5] on how to
assess the accuracy and usefulness of whole-building energy mod-
els by testing predictions of baseline energy use against actual
energy use. We demonstrate the method by applying it to a large
random sample of commercial building data to answer the follow-
ing questions of practical importance:

1. What is the state of public domain models, i.e., how well do they
perform, and what are the associated implications for auto-
mated whole-building measurement and verification?

2. How can buildings be pre-screened to identify those that are
highly model-predictable and those that are not, in order to
identify estimates of building-energy savings that have small
errors/uncertainty?

In this study we evaluated only public-domain whole-building
baseline energy models for which outdoor air temperature is the
only predictive variable. However, the methodology that we used
can be applied to evaluate any model, including models that make
use of additional data such as occupancy levels, business types, or
building types.

While resources such as ASHRAE Guideline 14 and the Interna-
tional Performance Measurement and Verification Protocol (IPMVP)
[12,13], establish procedural and quantitative requirements for
baseline model construction, goodness of fit to data during the
model training period, and rules of thumb for model application
given different expected depths of savings, they do not provide a
general means of assessing model performance during a prediction
period. They also provide little guidance on using interval data as
opposed to monthly data. The methodology presented in this work
extends the principles in these existing resources to quantify model
predictive accuracy after the training period, and suggests key per-
formance metrics to quantify model accuracy in the context of
whole-building M&V. Lengthy periods of interval meter data from
several hundreds of buildings are collated to form a ‘test’ data set,
and statistical cross-validation is performed to gauge performance
relative to the M&V-focused metrics and time scales of interest.

This methodology shares important similarities to the
approaches used in the ASHRAE ‘shootouts’ of the mid and late
1990s [14,15]. In both cases, cross-validation is used to determine
model error, and in both cases, normalized root mean squared
error is included as a performance metric. However, the ASHRAE
shootouts were limited to data from a total of two buildings, and
the cross-validation was conducted only for short subsets of the
model training period.

An important feature of this work is that the methodology can
be used to objectively assess the predictive accuracy of a model,
without needing to know the specific algorithm, or underlying
form of the model. Therefore, proprietary tools can be evaluated
while protecting the developer’s commercial intellectual property.
The findings of this work can be used to (1) inform technology
assessments for EMIS products and other technologies that deliver

operational and/or behavioral savings; and (2) set a floor of perfor-
mance of automated M&V, that can be used to consider require-
ments for utility or corporate efficiency programs, including the
tradeoffs between cost, and accuracy.

2. Baseline model performance assessment methodology

Baseline energy use models characterize building load or con-
sumption according to key explanatory variables such as time of
day, and weather. These baseline models are used for a variety of
purposes in EMIS, including near real-time energy anomaly detec-
tion, and near future load forecasting, as well as quantification of
energy or demand savings [2,4].

Baseline model accuracy is critical to the accuracy of energy
savings that are calculated according to the IPMVP. For both
whole-building and measure isolation approaches (IPMVP Options
B and C) the baseline model is created during the ‘‘pre-measure’’
period, before an efficiency improvement is made. The baseline
model is then projected into the ‘‘post-measure’’ period, and
energy savings are calculated based on the difference between
the projected baseline and the actual metered use during the
post-measure period [13]. Therefore, the error in reported savings
is proportional to the error in the baseline model forecasts.

2.1. General methodology

Prior work established a general 4-step statistical procedure
that can be used to evaluate the performance, i.e. predictive accu-
racy, of a given baseline model [5].

(1) Gather a large test data set comprised of interval data from
hundreds of commercial buildings.

(2) Split the test data from each building into model training
and model prediction periods. These periods can be tailored
according to the specific application or use case of interest,
e.g., energy efficiency savings, demand response load reduc-
tions, or continuous energy anomaly detection. For this
study, the focus was measurement and verification of energy
savings at the whole-building level.

(3) For a given set of baseline models, generate predictions
based on the training period data, compare those predictions
to the data from the prediction period, and compute statisti-
cal performance metrics based on the comparison. Again, the
models of interest, and the specific performance metrics can
be tailored to according to the specific application or use
case.

(4) Assess relative and absolute model performance using the
performance metrics that were computed in Step 3.

This process is illustrated in Fig. 1, which shows daily average
loads. The first several months constitute the ‘‘training period,’’
from which the load data and outdoor air temperature data are
used to create a statistical model that predicts load as a function
of the time during the week and the temperature. This model is
then used to predict the load during both the prediction period
and the subsequent training period.

The subject building for Fig. 1 has several features that are typ-
ical of commercial buildings: the load is temperature-dependent,
and load on weekends is substantially lower than the load on
weekdays. At a finer timescale, the building also has a nightly min-
imum load that is much lower than the daytime maximum, but of
course this cannot be seen on this plot of daily averages. (Plotting
10 months of hourly or 15-min data would create a plot with so
many vertical oscillations that it would be impossible to interpret).

Furthermore, sometime around the beginning of May 2011 the
building’s energy behavior changes: both the weekday and week-
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