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a  b  s  t  r  a  c  t

The  reinforcement  context  model  for performance  in delayed  matching  to sample  tasks  (White  and
Brown,  2014) predicts  the  course  of forgetting  based  on  the  assumption  that  rewards  for  extraneous
behavior  compete  with  rewards  for accurate  matching  and increase  as  a linear  function  of  retention-
interval  duration.  In  the differential  outcomes  effect,  greater  matching  accuracy  occurs  when  correct
choices  produce  different  outcomes,  which  the  model  assumes  have  greater  reward  effectiveness  than
same outcomes.  The  model  was  tested  in the present  experiment  with  pigeons  by  arranging  an  additional
task  during  the  retention  interval  of a  delayed  matching  to sample  task,  center-key  pecking  rewarded  by
food  delivered  at variable  intervals.  This  additional  source  of extraneous  reward  resulted  in  attenuation
of  the  differential  outcomes  effect  as predicted  by  the model.  The  model  was  supported  by  satisfactory
quantitative  fits  to  the forgetting  functions  for same  and  different  outcome  conditions  with  and  without
additional  extraneous  reward.

©  2014  Elsevier  B.V.  All  rights  reserved.

1. Introduction

In delayed matching to sample (DMTS), accuracy or discrim-
inability decreases with increasing duration of the retention
interval between the sample to be remembered and a subsequent
choice response (see review by White, 2013). When the different
choice responses produce different rewards or outcomes, accuracy
at long retention intervals is enhanced, compared to when choice
responses produce the same outcome (Brodigan and Peterson,
1976; DeLong and Wasserman, 1981; Peterson et al., 1987; Santi
and Roberts, 1985; Urcuioli, 1990). Urcuioli (2005) reviewed sub-
stantial evidence for the theoretical view that this differential
outcomes effect (DOE) involves reward expectancies, as originally
envisaged by Trapold (1970). The present report offers evidence
for a different view, that the DOE is a function of the reinforcement
context.

Recently, White and Brown (2014) outlined a reinforcement
context theory of forgetting in DMTS and applied this new the-
ory to the DOE, as well as to a range of other findings typical of
DMTS. Their theory added reinforcement context to the model orig-
inally proposed by White and Wixted (1999), in order to make
quantitative predictions of the course of forgetting over a retention
interval, something that the original model did not do. White and
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Brown assumed that during the retention interval, extraneous or
other behaviors which compete with the task of remembering are
rewarded by other rewards, Ro. As explained by Herrnstein (1970),
extraneous or other rewards are part of the reinforcement context
for the effects of rewards for performance in the main task, in this
case, DMTS. In White and Brown’s view, the rewards for remem-
bering become less effective as Ro increases. Because Ro increases
over the course of the retention interval, DMTS accuracy decreases
as shown by the forgetting function.

In White and Wixted’s (1999) model, the animal’s choice
between two alternatives at a given retention interval is based on
the ratio of rewards gained in the past for the two choices, R1i/R2i.
The reward ratio is specific to a point i on a ‘stimulus value’ contin-
uum, analogous to the evidence variable in signal detection theory.
The modification introduced by White and Brown (2014) was that
rewards for other behavior, Ro, provided a background reinforce-
ment context for the choice, so that at stimulus value i, the ratio
of choices is B1i/B2i = (R1i + Ro)/(R2i + Ro). That is, the effect of the
R1i/R2i reward ratio in determining the choice at stimulus value i, is
diluted by rewards for other behavior, Ro. By summing the choice
probabilities across the distributions of stimulus value created by
the two  samples, frequencies of correct (c) and error (e) responses
following samples 1 and 2 can be obtained, and a discriminability
measure calculated, that is, log d = 0.5 log10 ((c1/e1) × (c2/e2))—the
measure used in the present report. By making the additional and
parsimonious assumption that Ro grows as a linear function of
retention interval duration (t), Ro = a + b × t, White and Brown pre-
dicted forgetting functions in quantitative terms, and showed that
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the functions were influenced in different ways by the intercept a
and slope b of the Ro growth function. Apart from these two param-
eters, the only other parameter in the model was stimulus disparity
D, the distance in z units between discriminal dispersions, as in the
original White and Wixted (1999) model.

White and Brown (2014) showed that the DOE could be pre-
dicted by a slightly larger background Ro on trials with same
outcomes (SO) than on trials with different outcomes (DO), and
which grows at a faster rate (b) on SO trials. This assumption makes
sense if it is assumed that rewards on DO trials have a stronger effect
than on SO trials and are less diluted by Ro, consistent with the find-
ing that rewards in mixed or variable schedules of reinforcement
have stronger effects in maintaining behavior than do rewards in
fixed schedules of reinforcement (Davison, 1969; Fantino, 1967).
White and Brown showed that their reinforcement context model
provided very satisfactory fits to forgetting function data from the
DOE study reported by Jones and White (1994).

The aim of the present experiment was to test the application of
the reinforcement context model to the DOE, by arranging an addi-
tional source of extraneous rewards (cf. Brown and White, 2005).
In the present DMTS procedure, during the retention interval fol-
lowing red or green samples, the center key was illuminated white
and pecks had no consequence (extinction or EXT) in one set of
conditions, or could produce reinforcers at variable intervals (VI)
averaging 15 s in other conditions. Thus the two conditions dur-
ing the retention interval arranged low (or zero) and high rates of
Ro rewards which could compete with rewards for performing the
DMTS task. Extraneous reward was not arranged during sample
or comparison stimulus presentation in order to keep conditions
for observing the red or green sample and choosing between red
and green comparison stimuli the same for EXT and VI conditions.
Different conditions were conducted with SO and DO trials and
with EXT or VI in the retention interval. The reinforcement con-
text model predicted a DOE in both EXT and VI conditions, with
greater slopes of the Ro growth function for SO than for DO. Impor-
tantly, with the addition of a constant rate of extraneous reward,
attentuation of the DOE was predicted as a result of further dilution
of the effect of rewards for DMTS performance.

2. Method

2.1. Subjects

Three experimentally naïve homing pigeons (Columba livia)
were maintained at least at 85% of their free feeding body weight.
The pigeons were weighed prior to their daily experimental session,
with those underweight receiving supplementary food after the
session. The pigeons were individually housed in a colony room
illuminated on a 12-h light:12-h dark cycle supplemented by nat-
ural light. Grit and water were continuously available in the home
cages.

2.2. Apparatus

Three identical custom-built experimental chambers were
32 cm high, 35 cm wide and 35 cm deep. Each chamber had a grid
floor and a front intelligent panel containing a row of three 2.1-
cm diameter plexiglass response keys, 21 cm above the floor and
spaced 6 cm apart (center to center). They could be lit with red,
green, and white light. Sufficiently strong (>0.15 N) pecks to an illu-
minated key produced a relay click. A hopper in an aperture 12.5 cm
below the center key could provide access to wheat, with hopper
duration timed from the relevant choice or center-key response.
A lamp inside the aperture and above the hopper was  lit when
wheat was available. The chambers were enclosed in an external

box equipped with a fan that provided ventilation and masking
noise. Events were controlled and recorded by a PC running Med-
PC® Version 4 for Windows, in an adjacent room.

2.3. Procedure

Experimental sessions were conducted 7 days a week, approxi-
mately at the same time of the day. Preliminary shaping to peck the
white center key was  followed by 4 sessions of 60 trials each, with
each trial requiring 5 pecks on the center key to produce 4-s access
to grain. In these and all subsequent sessions, trials were separated
by 12-s intertrial intervals during which the chamber was dark and
responses had no effect. In each of the next 25 sessions, 5 pecks at a
red or green center key darkened the center key and produced a cor-
responding color, red or green, on one of left or right side keys with
the other key dark. Red and green samples on the center key were
presented equally often over 60 trials, and the left-right location of
red and green side keys were equally frequent. Five delays between
the fifth center-key peck and onset of a side-key color ranged from
0.2 to 1.2 s for the first 12 sessions, and were increased to 0.2, 0.5,
1.5, 3, and 6 s for the next 13 sessions.

The DMTS procedure used in all subsequent conditions followed
preliminary training. Daily sessions consisted of 97 trials for each
pigeon, but data from the first trial were not analyzed. A pigeon’s
session was  terminated if it did not finish all 97 trials in 50 min.
Each trial began when a red or green sample was presented on the
center key. Once this was  pecked five times, the retention interval
commenced and lasted for 0.2, 1, 4 or 12 s. During the retention
interval, the center key was illuminated white, and in the VI 15-
s conditions, pecks to it were rewarded with 2.5-s wheat access.
The constant-probability VI schedule (Fleshler and Hoffman, 1962)
operated solely within the retention interval, and its timing was
only reset when reinforcers were delivered.

Following the retention interval, the center-key light was extin-
guished and the side keys were illuminated, one red and one green.
A single response to the side-key color that matched the sample
was reinforced with wheat access, the duration of which differed
for SO and DO conditions. In SO conditions, 3-s access to wheat fol-
lowed both correct red and green choices. In DO conditions, correct
red choices produced 4-s access to wheat and correct green choices
produced 1-s access to wheat. The order and frequency of the dif-
ferent delay intervals, sample colors, and side-key colors was  fully
counterbalanced within each experimental session (disregarding
the first trial) so that each combination occurred equally often.

Four separate conditions combined SO and DO trials with EXT or
VI arranged for center-key pecking in the retention interval. Each
was conducted for 25 sessions, in the order: SO/EXT, DO/EXT, SO/VI,
DO/VI. Each condition was  then replicated for 15 sessions in the
order: DO/EXT, SO/EXT, SO/VI, DO/VI. Because of an apparatus fail-
ure for one pigeon in the first DO/EXT condition, data from this
condition were replaced by data from a replication for a further 15
sessions for each pigeon in a ninth condition.

2.4. Data analysis

Correct and error matching responses at each retention inter-
val, and total center-key responses during the retention interval,
were summed over the last 5 sessions of each condition. Sums of
correct and error responses were used to calculate the discrim-
inability measure log d (see above) at each retention interval for
each condition and their replications, and these were averaged
across replications. Averaging across replications was justified by
no significant main effect of replication, or interactions with repli-
cation, in a preliminary repeated measures analysis of variance.
As recommended by Brown and White (2009), 0.25 was added to
each cell frequency for correct and error responses, in order to
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