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a b s t r a c t

An efficient method for solving power generating unit commitment (UC) problems with probabilistic unit
outages is proposed. It is based on a two-level evolutionary algorithm (EA) minimizing the expected total
operating cost (TOC) of a system of power generating units over a scheduling period, with known failure
and repair rates of each unit. To compute the cost function value of each EA population member, namely a
candidate UC schedule, a Monte Carlo simulation must be carried out. Some thousands of replicates are
generated according to the units’ outage and repair rates and the corresponding probabilities. Each rep-
licate is represented by a series of randomly generated availability and unavailability periods of time for
each unit and the UC schedule under consideration accordingly. The expected TOC is the average of the
TOCs of all Monte Carlo replicates. Therefore, the CPU cost per Monte Carlo evaluation increases notice-
ably and so does the CPU cost of running the EA. To reduce it, the use of a metamodel-assisted EA (MAEA)
with on-line trained surrogate evaluation models or metamodels (namely, radial-basis function net-
works) is proposed. A novelty of this method is that the metamodels are trained on a few ‘‘representative”
unit outage scenarios selected among the Monte Carlo replicates generated once during the optimization
and, then, used to predict the expected TOC. Based on this low cost, approximate pre-evaluation, only a
few top individuals within each generation undergo Monte Carlo simulations. The proposed MAEA is
demonstrated on test problems and shown to drastically reduce the CPU cost, compared to EAs which
are exclusively based on Monte Carlo simulations.

� 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Given a power demand distribution over a scheduling period of
T hours and a power generating system of M units, the associated
UC problem is solved by taking into account probabilistic unit out-
ages, determined by their failure and repair rates. To solve this
problem, an optimization algorithm and a software for the evalua-
tion of commitment schedules subject to (un)availability con-
straints are necessary. It is also important to find the optimal
solution at affordable CPU cost; this is where this paper is focusing
on.

A literature survey reveals different UC models and solution
methods [1–10] accounting for: (a) deterministic or stochastically
varying power demand distributions over time, (b) time con-
straints related to the up, down, etc., times of units, (c) various
costing models including fuel, start-up or shut-down and mainte-
nance costs and/or, (d) uncertainties of the availability of units
due to probabilistic outages. Concerning the last point, Monte Carlo
simulations are appropriate for evaluating candidate solutions to

UC problems with probabilistic outages. A Monte Carlo simulation
requires the knowledge of the failure and repair rates of each unit
and sets up an adequate number (J) of replicates corresponding to
randomly selected unit availability/unavailability scenarios. Each
candidate solution (UC schedule) to be evaluated must be adapted
to these replicates. Then, J evaluations are performed to compute
their TOCs and, through averaging, the expected total operating
cost to be minimized. A single evaluation based on a Monte Carlo
simulation costs about J times the cost of evaluating a single UC
schedule with all units available. Therefore, an EA based optimiza-
tion becomes computationally expensive and methods for reduc-
ing its CPU cost are to be devised.

In [11], a two-level optimization technique based on EAs was
proposed for solving UC problems without probabilistic unit out-
ages. To account for stochastic power demand variations, an issue
which is beyond the scope of the present paper, a two-objective
optimization problem was formulated and solved. The method
proposed in [11] splits the search for the optimal solution in two
communicating levels. The low level explores the decision space
by solving a coarser problem at low CPU cost, whereas the high le-
vel solves the fine problem faster by exploiting promising solutions
from the low level. Techniques for coarsening the UC problem so as
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to handle a smaller number of decision variables on the low level
and expanding the coarse problem best solutions which migrate
to the high level were necessary. Additional assistance to the fine
level search was offered by partitioning the scheduling horizon
into subperiods where UC problems of smaller size are sequen-
tially/iteratively solved via EAs. As shown in [11], the two-level
method performs much faster than conventional EAs.

The CPU cost of the method proposed in [11] is low, due to its
two-level structure and the fragmentation of the scheduling period
into subperiods where semi-isolated EAs are employed. However,
introducing a Monte Carlo based evaluation per candidate solution
(with J � 104 replicates per evaluation, see below), for the needs of
the present paper, increases the overall CPU cost by three to four
orders of magnitude. To maintain the advantages of the EA-based
optimization method while extending it to cope with probabilistic
unit outages with just a reasonable CPU cost overhead, the use of
surrogate evaluation models is proposed.

Assisting EA-based optimization methods for computationally
demanding problem by surrogate models (the so-called metamod-
els) is not new. The metamodels displace many calls to the costly
evaluation software during the evolution, leading to inexpensive
search methods, [12,13,17]. A very efficient metamodel-assisted
EA (MAEA) was proposed in [14–17] for complex aerodynamic opti-
mization problems. The metamodels (radial-basis function, RBF,
[20], networks, trained on sets of real numbers) were used along
with the problem-specific evaluation model, in an interleaving
way during the evolution. Metamodel-based pre-evaluation served
to screen out non-promising population members and restrict
costly evaluations only to a few most promising among them.
For each new candidate solution, a different ‘‘local” metamodel
was trained on a small number of previously evaluated and ar-
chived neighboring individuals and used to approximate its cost
function value(s).

In a UC problem, where the design variables are binary digits
denoting ON and OFF unit states, it is absolutely ineffective to
use metamodels in the aforementioned way. So, in the MAEA for
UC problems with probabilistic unit outages, a new way of training
and using metamodels is proposed. Since the target is to compute
the expected TOC resulting from J (some thousands of) randomly
generated failure–repair scenarios, the metamodel is presented
with the computed TOC values of a few (Jind� J, say for instance
Jind � 10) preselected unit availability scenarios and approximates

the expected TOC. So, the pre-evaluation of each population mem-
ber, in each generation, requires: (a) the evaluation of this UC sche-
dule adapted to Jind preselected units failure/repair scenarios, (b)
the training of a ‘‘local” RBF network to be presented with the pre-
viously computed TOCs paired with the corresponding expected
TOCs for the Jind scenarios, for approximating the expected TOC
and (c) just a few costly Monte Carlo simulations for re-evaluating
the most promising among the population members.

The new method is demonstrated on two test problems and
shown to constantly and noticeably reduce the CPU cost compared
to conventional EAs.

2. UC problem formulation with probabilistic unit outages

A system with M units should satisfy a power demand distribu-
tion (d(j), 1 6 j 6 T) over the scheduling period of T hours. After
solving the UC problem (either without or with stochastic unit out-
ages), each unit (subscript i), at each hour (superscript j), is as-
signed a binary digit sðjÞi ¼ 1 or 0

� �
representing generating (ON)

or non-generating (OFF, start-up: STUP and shut-down: SHDN)
states, respectively. Such a binary coding, see Fig. 1, fits perfectly
to the EAs but since the chromosome consists of MT binary digits,
a conventional EA becomes highly CPU demanding for high M
and/or T values. Note that sðjÞi ¼ 0 corresponds to any of the three
non-generating states (OFF, STUP or SHDN) which can be distin-
guished by taking into account the previous or next states of the
same unit.

With known sðjÞi ð1 6 i 6 MÞ, the optimal loads xðjÞi of the gener-
ating units (Pmin;i

Pmax;i
6 xðjÞi 6 1, where Pmin,i and Pmax,i are the minimum

and maximum power production capacities) result from the mini-
mization of the hourly cost. To this end, T independent hourly eco-
nomic dispatch problems are solved using the augmented Lagrange
multipliers method (ALM, [18]).

In the present method, TOC (in MW h or $) sums up fuel con-
sumption and penalties for unmet demands, as follows:

TOC ¼
XT

j¼1

XM

i¼1

OCðjÞi þ
XT

j¼1

UðDdðjÞÞ ð1Þ

in general, the hourly operating cost OCðjÞi is given by quadratic
polynomials with known coefficients (ai,bi,ci) and also includes
STUP and SHDN costs CSTUP

i ; CSHDN
i

� �
,

Fig. 1. Binary coding of a UC schedule, for M = 3 units and T = 10 h. At each hour, the state of each unit is assigned a binary digit: sðjÞi ¼ 1 or 0. Note that sðjÞi ¼ 0 represents non-
generating states, i.e. OFF, STUP and SHDN states. The three states can readily be distinguished by examining previous sj�1

i

� �
and next sjþ1

i

� �
bits and states. sðjÞi ¼ 1 stands for

the generating state (ON).
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