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Detection of earthmoving equipment in construction images and videos can increase the automation level of
many construction management tasks such as productivity measurement, locating of machines, work-zone
safety, and semantic image and video indexing. Some of the earthmoving plants, such as hydraulic excavator,
have articulated shapes making them a difficult target for even state of the art object recognition algorithms.
The goal of this paper is to develop a model for non-rigid equipment detection and pose estimation in con-
struction images and videos. In this paper, we describe an object recognition system based on mixture of ap-
pearances of deformable body parts of the hydraulic excavator and compare its results with general
Histogram of Oriented Gradient detectors in both images and videos. Then a spatial–temporal reasoning
model is presented which uses time and space constraints of the excavators' moving patterns to improve
the detection results in videos.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

A variety of earthmoving equipment are used in heavy civil con-
struction. Many of these plants are manufactured specifically to carry
out one type of operation, while others, such as hydraulic excavators,
can handle multiple activities, in this case excavation, loading, trim-
ming, andmovingmaterials. To improve the productivity of these costly
resources, contractors generally try to minimize their idle time and
non-value adding activities [1].While smaller projects can be effectively
managed using experienced site managers, larger projects benefit from
the use of simulation or other methods to optimize resource utilization
and therefore productivity. However, planningmethods such as simula-
tion, linear programming, and genetic algorithms do not always accu-
rately predict the actual production rates. Human factors, equipment
breakdowns, continually changing travel routes, degradation of the
quality of site roads, and weather conditions are a few of the factors af-
fecting the earthmoving operations. As a result, there has been growing
interest in methods to monitor the operations in real-time to find
discrepancies between the planned and real performance, record pro-
ductivity data for future projects, and to make timely changes to im-
prove the operations as quickly as possible [2]. Automated vehicle
tracking technologies such as global positioning system (GPS) [3,4]
and ultra wideband (UWB) [5] have been used to automate data collec-
tion. These real-time positioning devices provide the three-dimensional

location of the equipment, which is useful to interpret the activities of
mobile machines such as dump trucks and rollers [3,4]; even though
they cannot effectively distinguish productive activities from non
value-added (NVA) traverses. These tools can also locate the stationary
plants such as excavators, which provide a valuable data for planning
and management of these resources; however, they cannot distinguish
whether the equipment is idle or active. Various built-in sensingdevices
can provide a wide range of data from themachine itself such as engine
operating parameters [6], body, boom, and bucket orientations [7] to fa-
cilitate operating the equipment efficiently. It is also possible to collect
and interpret these data to measure the productivity of the machine.
However, there are some limitations with these devices related to
cost-effectiveness and data interpretation. In addition, all of the
mentioned devices have issues in rented equipment, which is
commonly employed by general contractors, because of the effort and
cost to continually install and remove sensing tags from the
equipment and update the monitoring software. Leaving technology
aside, manual optimization through continuous supervision of the
operation is labor-intensive, expensive, and error prone.

Computer-assisted visualmonitoring has a potential to detect, track,
and measure the productivity of stationary and mobile equipment. Be-
cause major projects generally take place in open field and mining
sites, sight lines that are not obscured can be selected. Although many
construction sites already have surveillance cameras that capture
videos or time lapsed photos at regular time intervals [1,8], they are
not often used to their full potential due to the labor-intensive process
of manually extracting data from the images and videos before they
are deleted in a rotation to save memory. Computer vision algorithms
are now being evaluated to automate data extraction from construction
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videos for tracking resources and personnel [9,10], measuring concrete
pouring cycles [8], and assessing humanworkforce productivity [11,12].

This paper describes part of an extensive research effort to develop
an automated vision-based system to monitor earthmoving activities.
The envisioned system would have three main functions: object detec-
tion, object tracking, and activity recognition. The goal of object recog-
nition is to find and identify the equipment on site from video frames.
Existing object detection algorithms such as Histogram of Oriented
Gradients (HOG) [13] show promising performance in recognition of
rigid objects such as urban vehicles [14] and off-highway dump trucks
as an example of rigid construction equipment [15]; however, deform-
able object detection and articulated pose estimation are more chal-
lenging problems faced by the computer vision community [16,17]. A
number of earthmoving equipment have non-rigid frames that move
or deform their parts to perform the work, including hydraulic excava-
tors, loaders, and articulated dump trucks.

Hydraulic excavators are highly articulated and are extensively used
in construction due to their versatility to carry out a variety of opera-
tions in different environments from quarries to compact urban sites.
They have also been the subject of other research such as automating
excavator operation [18], and improving equipment safety [19]. Mea-
suring the idle time of hydraulic excavators using color space values
[1] to isolate the machine in images with soil and snow backgrounds
was attempted. In another research, moving entities in construction
videos were segmented by a background subtraction filter, and the
remaining blobs were classified with respect to four features including
aspect ratio, height-normalized area size (occupied area size in pixels/
centroid of the area height), percentage of occupancy of the bounding
box, and average gray-scaled color of the area [20].

In this paper we firstly describe the cutting edge methods currently
used to detect deformable objects, and then present our part-based rec-
ognition algorithm, which was inspired by those methods. Afterwards,
we employ spatial–temporal constraints of the moving patterns of the
excavators to eliminate false detections and validate true positives. Fi-
nally, the evaluation results of the algorithms on a test dataset are
presented.

2. Articulated object recognition

Object recognition in digital images is challenging due to changing
viewpoints, illumination, occlusions, and scale. Robust algorithms
have been developed in the last decade to detect rigid objects such
as Histogram of Oriented Gradients (HOG) [13] and Haar-like features
[21]. In HOG algorithm, which was one of the most successful rigid
object detection methods, computed gradients of the gray-scaled
image are discretized into spatial and orientation cells to form a de-
scriptor vector. Then positive and negative vectors from a training
dataset are trained by the SVMLight method [22] resulting in a single
classifying vector. This detector uses a sliding window technique to
check all locations and scales of an image. If the result exceeds a de-
termined threshold, that window is accepted as a target.

Dramatically more difficult to detect are objects that change shape,
and current research is focused on humandetection andpose identifica-
tion due to the complicated configurations of the human body. The out-
comes are highly applicable for security surveillance, traffic safety, and
image indexing. Many of the recently developed models use part-
based and pictorial structures to find a group of parts of a semantic ob-
ject arranged in a deformable configuration [16,17]. One of the cutting
edge algorithms is the latent support vector machine (Latent SVM)
part based models [17], which won the 2009 PASCAL object detection
challenge [23]. This model uses a modified HOG detector, called a root
filter, to locate the most probable candidates for the object within the
image. It then searches for the parts of the object at twice the spatial res-
olution relative to the features captured by the root filter inside the
detected root areas. In the current research, we used a similar idea
with substantial modifications to detect a root and then search for the
possible configurations of the parts of the excavator to both detect
and estimate the pose of the equipment.

3. Research methods

3.1. Deformable parts

Hydraulic excavators are highly deformable machines that can
slew 360° and rotate all three parts of their arm (boom, dipper, and
attachment) around their hinged supports. The typical deformations
of the machine are illustrated in Fig. 1. As a result, the machine can
have countless forms, making it impossible to be detected with a lim-
ited number of training configurations as used in the case of rigid-
frame equipment [14,15].

In latent SVM part-based models [17], the first classifier is trained
to detect the entire body (e.g. human), which is called the root. Then
it searches for the body parts (e.g. torso, arms, and legs) inside the

Fig. 1. Deformations of the hydraulic excavators.

Fig. 2. Root and part of the excavator.
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