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For scientific research, it is not the mere existence of experimental or simulation data that is important,
but the ability to make use of it. This paper presents the results of research to create a data model,
infrastructure, and a set of tools that support data tracking, cataloging, and integration across a broad
scientific domain. The system is intended to document workflow and data provenance in the widest
sense. Combining research on integrated metadata, provenance, and ontology information with research
on user interfaces has allowed the construction of early prototype. While using fusion science as a test
bed, the system’s framework and data model is quite general.
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1. Introduction

Data, from large-scale experiments and extreme-scale comput-
ing, is expensive to produce and may be used for high-consequence
applications. However, it is not the mere existence of data that is
important, but the ability to make use of it. The practice today
with scientific experiments and simulation data is to collect the
data first, store it, analyze, and process later. However, much of
the data rapidly becomes useless without orderly methods for cap-
turing how the data was generated (what programs, process, and
parameter setup), and what products are generated later as a result
of analysis processes, and the lineage of these products. Much of
the data captured today from experiments and simulations is left
untouched (e.g. Ref. [1]), or only touched once. It is essential that
data from previous experiments is preserved and all the infor-
mation about their generation (often referred to as metadata) is
captured. In the past this problem was manageable as long as the
volume and rate of data generation is small. However, as the vol-
ume and rate of data generation grows this problem is becoming
a major issue for getting the most value from raw data and data
products.

Scientists use workflow scripts to orchestrate the automatic
processing of data as it is generated, or for generating data products
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in subsequent analysis. In such cases, the workflow information is
imbedded in the scripts, which are typically not well documented
nor easily visible to collaborators.

Experience has shown that as the associated metadata is bet-
ter organized and more complete, the more useful the underlying
data becomes. Further, the set of tools that automatically create,
discover, display or explore the semantic relationships of complex
data from experiments and computer simulations does not cur-
rently exist, though concepts or paradigms from the semantic web
may prove useful. Therefore, there is presently an unmet need to
better document workflows that create, transform, or disseminate
data and to capture (and later present) data provenance. Proven-
ance refers to the lineage of data products. Generous provisioning
of metadata, including data provenance and data relations, is crit-
ical to enhance data sharing, to allow data to retain its usefulness
over extended periods of time, and to provide traceability of results.

The motivation of this research is to greatly increase the value
of experimental and computational data across a wide range of sci-
entific domains. Our approach is to reduce the barriers associated
with collaboratively using data by creating a complete infrastruc-
ture that supports data provenance, cataloging, and ontology along
with interactive tools for rapid searching and browsing.

Space limitations preclude an overview of similar work (e.g. Ref.
[2]). However, this paper follows previous work [3] and presents
early results of research to create a data model, infrastructure, and
a set of tools that support data tracking, cataloging, and integra-
tion across a broad scientific domain. The system aims to document
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workflow and data provenance in the widest sense, enabling scien-
tists to answer the questions “who, what, when, how and why”
for each data element; provide information about the connec-
tions and dependencies between the data elements; and allow
human or automatic annotation for any data element. The goal is
to capture information from the creation, recording/importing of
physical data, through various levels of analysis, data preparation,
High Performance Computing (HPC) code execution, storage, post
processing, data exporting, and publication.

While using Fusion Energy Sciences as a test bed, the goal is to
create a conceptual framework and data model that is quite general
and does not contain references to the fusion domain. The expecta-
tion is that results of this research will be applicable to many if not
most science areas. Although the equations solved by simulations
are different for different fields of science, the basic flow of infor-
mation, the need to document workflow and provenance, allowing
traceability of results is common to all. Similar common needs exist
for experimental data. All fields of science struggle to integrate
information from simulation and experiment and to extract knowl-
edge from the comparison of the two. Our goal is to aid this task as
well.

2. Approach

The overall development approach is to perform rapid proto-
typing and testing by real users on real problems at scale. Solution
to “toy” problems does not provide the opportunity for useful
feedback. Therefore, agile software development is being utilized
allowing iterative and incremental development and tools to be
demonstrated in large national and international fusion sciences
collaborations from which user experience is collected and lessons-
learned tabulated to provide feedback for improved design.

The research has been divided into three main areas: (1) an
application programming interface (API), (2) an integrated meta-
data, provenance, and ontology (MPO) data store, and (3) a suitable
user interface (UI) for displaying, interacting, and navigating with
the data.

2.1. Application programming interface

Today, most applications use scripting languages, such as
Python, to express workflows. Although workflow systems have
been developed over the last few years (e.g. Kepler, Swift), these
require installation of the system and support for the language they
are written in. Furthermore, they require learning a new system,
how to express the workflow’s structure, and how to invoke activity
components. Our goal is to allow application users to continue with
the tools they are accustomed to working with (i.e. scripting lan-
guages)augmented with capabilities for annotating the scripts. This
allows the structure to be viewed externally, as well as allowing
for commands that can automatically write actions to a database
that can later be queried to extract provenance. Any extensible
workflow engine will be able to take advantage of the API but the
near-term focus is what scientists are using today, scripts.

The research problem associated with this task is the develop-
ment of the annotation capabilities [4]. This includes two parts,
the first being the annotation of the scripts at the beginning and
end of the code that can be considered a single activity step of a
workflow (Fig. 1). This annotation must also include information
on what are the input/output data objects that resulted from pre-
vious steps. This will allow a definition of the workflows as data
flows, since dependencies are based on availability of data objects.
The second part is the annotations to write provenance data when
the scripts are run. This includes information on input data objects
for each workflow step, output of product data objects, and the
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Fig. 1. Depicted are three different types of workflow structures that can be repre-
sented by the MPO system.

activity involved. These will generate links between an instance of
a workflow run and the corresponding activities in the workflow
database. In addition, these annotations will include directives to
allow users to provide additional information on each activity or
an entire run to capture user comments on what was the purpose
of arun and how parameters were chosen. An important capability
that is planned is to provide the ability to capture an ensemble of
runs where, for example, the same workflow is run multiple times
with different parameters.

Since one of our goals is better integration between experi-
mental and simulation data, tools will be needed for both. This
goal is common to many application domains where simulations
are validated by comparing the results with experimental data.
As mentioned, this research uses as an initial realistic example
existing tools from the fusion domain. For experiments, our work
takes advantage of the workflow functionality that already exists
within MDSplus. For simulations, several test cases will be created
where the scripts used to prepare data and execute the simulation
code can be appropriately instrumented. A realistic environment
ensures that the challenge of development of a useful and realistic
annotation language will be met. Such annotation is an innovative
approach for the automation of capturing workflows embedded
in scripts, and automating provenance collection when running
scripts.

The API research uses Representational State Transfer technol-
ogy (RESTful) interfaces and references to data object as Unique
Identification Numbers (UID). The reasons for these choices are as
follows. Using a RESTful interface is a choice of using a data centric
APl instead of a procedural one. It simplifies the implementation of
provenance tracking by reducing the number of procedures that
need to be instrumented. The workflow may be viewed as the
evolution of the state or a sub-state of the database. The data or
states are accessed through GET (select) procedures and changed
through PUT (update) procedures. Including POST (insert) and
DELETE methods, only four procedures need to be instrumented
to track workflow and provenance. These procedures all act on a
route with a UID that represents a data instance of a particular type
of resource, or in the case of POST, create the UID of a resource. As
aresult, the complexity has been moved from the API into the data
or state representation. The resources exposed via the REST archi-
tecture may be qualified with parameters in the URL in the case of
GET, as “&param1=value&param2=value” attached to the resource
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