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Abstract
Context. Statistical methods to identify symptom clusters (SC) have varied

between studies. The optimal statistical method to identify SC is unknown.
Objectives. Our primary objective was to explore whether eight different

statistical techniques applied to a single data set produced different SC. A
secondary objective was to investigate whether SC identified by these techniques
resembled those from our original study.

Methods. We reanalyzed a symptom data set of 1000 patients with advanced
cancer. Eight separate cluster analyses were conducted on both prevalence and
severity of 38 symptoms. Hierarchical cluster analysis identified clusters at r-values
of 0.6, 0.5, and 0.4. For prevalence and severity, the Spearman correlation and
Kendall tau-b correlation, respectively, measured the similarity (distance) between
symptom pairs. Sensitivity analysis of the prevalence data was done with Cohen
kappa coefficient as a similarity measure. The K-means clustering method
validated clusters.

Results. Hierarchical cluster analysis identified similar cluster configurations
from the 38 symptoms using an r-value of 0.6, 0.5, or 0.4. A cutoff point of 0.6
yielded seven clusters. Five of them were identical at all three r-values used: 1)
fatigue/anorexia-cachexia: anorexia, dry mouth, early satiety, fatigue, lack of
energy, taste changes, weakness, and weight loss (>10%); 2) gastrointestinal:
belching, bloating, dyspepsia, and hiccough; 3) nausea/vomiting: nausea
and vomiting; 4) aerodigestive: cough, dysphagia, dyspnea, hoarseness, and
wheeze; 5) neurologic: confusion, hallucinations, and memory problems.
Regardless of the threshold, there were always some symptoms (e.g., pain) that did
not cluster with any others. Seven clusters were validated by K-means analysis.

Conclusion. Seven SC identified from both prevalence and severity data were
consistently present irrespective of the statistical analysis used. There were only
minor variations in the number of clusters and their symptom composition
between analytical techniques. All seven clusters originally identified were
confirmed. Four consistent SC were found in all analyses: aerodigestive,
fatigue/anorexia-cachexia, nausea/vomiting, and upper GI. Our results support
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Introduction
Previous research and clinical experience

suggest that multiple cancer symptoms are
inter-related and frequently occur together in
groups or clusters.1 A symptom cluster (SC)
can be defined as a stable group of two or
more symptoms that predictably co-occur and
are independent of other clusters.1 This implies
a common or interactive mechanism among
clustered symptoms. Thus, identification of
symptoms in clusters may facilitate understand-
ing of their pathophysiology and might lead to
new symptom management strategies.2

Cluster analysis is a classification tool used to
group variables (e.g., symptoms) or units (e.g.,
patients). The latter approach identifies homo-
geneous patient subgroups based on symptom
prevalence or severity.3,4 Knowledge of patient
clusters may help identify high-risk populations
for early intervention.4 This approach differs
from clustering symptoms because individuals
can experience multiple SC.5 SC can be deter-
mined based on a priori clinical assumptions
about relationships among symptoms (nausea
and vomiting) or by statistical analysis.6 The
latter are obtained from large symptom data
sets.7 These data-driven methods, for example,
cluster or factor analysis, may reveal hidden
data patterns. They may identify complex rela-
tionships amongmultiple symptoms that might
otherwise remain undiscovered by routine clin-
ical observation.

Various statistical methods have identified
SC; there is no accepted best practice analyt-
ical approach.7 Application of different meth-
odologies to identify SC might contribute to
some of the variations in SC identified.8 Meth-
odological differences make study compari-
sons and interpretation of cluster validity and
reliability difficult. If inconsistencies existed,
the clinical relevance of those SC identified
would be questionable. Therefore, reanalysis
of a single data set that used multiple (rather
than one) cluster techniques would be of

interest. We previously derived seven SC from
25 symptoms with a prevalence of more than
15% in advanced cancer by hierarchical cluster
analysis (HCA).9 In this report, we have
extended this previous work on SC analysis.
This was an exploratory study that applied
eight analytical techniques to different symp-
tom numbers, domains, or statistical methods.
We also evaluated 13 additional symptoms not
analyzed in the original report.9 Aside from
HCA (hierarchical method), the K-means
(nonhierarchical analysis) was applied sepa-
rately to both our prevalence and severity
data to confirm the original observations.

Hierarchical cluster analysis is an exploratory
technique that identifies groups of objects
(e.g., individuals) or variables (e.g., symptoms)
based on similarity between them. Symptoms
within the same cluster resemble each otherd
but differ from those in other SC. Measures of
similarity group the symptoms by HCA.10 For
this analysis, an agglomerative hierarchical
method considered each symptom as an individ-
ual cluster; it then merged the closest pair of SC
at each step until all symptoms were in a single
cluster.11 Finally, the optimum number of SC
was selected of all cluster solutions. This agglom-
erative hierarchical structure is represented
graphically as a tree-like diagram (or dendro-
gram) with the correlation coefficient at each
joint. In this report, cluster analysis extracted
SC by average linkage between groups. The dis-
tance between two SCwas defined as the average
distance between symptoms.

The K-means cluster method is preferred
with large data sets. It classified a given data
set through a certain number (K ) of clusters
determined a priori. It then assigned each
symptom to a SC based on proximity to the
cluster mean. Each cluster center was recom-
puted as the mean of the points in that SC.
The process of symptom assignment and re-
computation of the means was repeated until
the process converged.12 It generated a
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