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Prediction of protein structural class plays an important role in inferring tertiary structure and function of a pro-
tein. Extracting good representation from protein sequence is fundamental for this prediction task. In this paper, a
novel computational method is proposed to predict protein structural class solely from the predicted secondary
structure information. A total of 27 features rationally divided into 3 different groups are extracted to characterize
general contents and spatial arrangements of the predicted secondary structural elements. Then, a multi-class
nonlinear support vector machine classifier is used to implement prediction. Various prediction accuracies eval-
uated by the jackknife cross-validation test are reported on four widely-used low-homology benchmark datasets.
Comparing with the state-of-the-art in protein structural class prediction, the proposed method achieves the
highest overall accuracies on all the four datasets. The experimental results confirm that the proposed

structure-driven features are very useful for accurate prediction of protein structural class.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction

It is commonly believed that the biological function of a protein is es-
sentially associated with its tertiary structure, which is determined by
its amino acid sequence via the process of protein folding [1]. Since
the structural class of a protein presents an intuitive description of its
overall folding process, predicting the structural class of a protein is an
important aspect in the identification of tertiary structure. For example,
the knowledge of the protein structural class can significantly reduce
the search space of possible conformations of the tertiary structure [2].
In addition, the knowledge of the protein structural class also plays an
important role in protein function analysis, drug design and many
other applications [3].

Based on the type, amount and arrangement of the secondary struc-
tural elements, a protein can be classified into several structural classes.
Structural Classification of Proteins (SCOP) [4] is a manually annotated
database and has been regarded as the most accurate classification of
protein structural class. The current version of the SCOP database in-
cludes eleven structural classes, and approximately 90% of the protein
domains belong to the four major classes (all-e, all-B, a/B, o + B).
With the rapid development of the genomics and proteomics, tradition-
al experimental methods regarding complex and time-consuming ap-
parently cannot cope with the demand for rapid classification of
protein structural class. Therefore, it is essential to develop automated
and accurate computational methods to help speed up this process.
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Numerous computational methods have been developed for identi-
fying protein structural class during the past three decades. These
methods typically extract specific features to represent a protein and
then perform classification by using different types of machine learning
algorithms. One of the most abundant protein information available is
its amino acid sequence, and various features have been proposed that
turn a varying length of protein amino acid sequence into a fixed length
feature vector. This fixed length vector is also known as sequence-
driven features [5], such as amino acid composition (AAC) [6], pseudo
amino acid composition (PseAA) [7], polypeptides composition [8],
functional domain composition [9], and PSIBLAST profile [10]. One of
the deficiencies in sequence-driven feature based methods is low accu-
racy for low-homology datasets, such as the widely-used 25PDB and
1189 datasets with sequence similarities lower than 25% and 40% re-
spectively. Realizing the localization, there have been many attempts
to use the secondary structure information to derive features to improve
prediction accuracy for low-homology datasets [11,16,15,14,12,13,17].
Accordingly, we denote these features by structure-driven features.
The available structure-driven features can be mainly categorized
into 3 different types (1) content-related, (2) order-related, and (3)
distance-related features. The contents of secondary structural elements
and the normalized counts of secondary structural segments are widely
used content-related features. Second order composition moment of
secondary structural elements can be considered as order-related fea-
tures. The maximal and average lengths of secondary structural seg-
ments are important distance-related features. Novel computational
prediction methods with structure-driven features have achieved favor-
able overall accuracies on several low-homology benchmark datasets.
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However, the predictions for the /3 and a + (3 classes are still of low
quality especially for the o 4+ (3 class when compared with the predic-
tions for the all-acand all-3 classes. It has been a deficiency in the current
protein structural class prediction methods.

In this paper, we focus on the challenging problem of identifying
protein structural class solely from the information of the predicted sec-
ondary structure. The main contribution is extracting comprehensive
structure-driven features especially for distance-related features to re-
flect general contents and spatial arrangements of the predicted sec-
ondary structural elements of a given protein sequence effectively. A
27-dimensional feature vector is selected based on a wrapper feature
selection algorithm, and a multi-class nonlinear support vector machine
(SVM) classifier is applied to predict protein structural class. The predic-
tion performance is evaluated by a jackknife cross-validation test on
four widely-used low-homology datasets (25PDB, 1189, 640, FC699).
The experimental results show that the proposed feature vector results
in significantly improved ability of the predictor to separate protein
structural classes and our method provides better predictions when
compared with modern and competing methods.

2. Materials and methods

According to recent research [ 18], to establish a useful statistical pre-
dictor for a protein system, the following procedures should be consid-
ered: (1) selection of valid benchmark datasets to train and test the
predictor, (2) representation of protein samples to reflect their intrinsic
correlation with the target to be predicted, (3) selection of the classifica-
tion algorithm to operate prediction, and (4) selection of the cross-
validation tests to objectively evaluate the anticipated accuracy of the
predictor. Below, we will give concrete details about how to deal with
these steps.

2.1. Datasets

Sequence homology has a significant impact on the prediction accu-
racy of protein structural class. Datasets with sequence homology rang-
ing between 20%-40% tend to obtain more reliable and robust results
[13]. In this paper, four low-homology datasets (25PDB, 1189, 640,
FC699) are used to design and assess the proposed method. All the
four datasets have been widely used as benchmark datasets in previous
studies [11,16,15,14,12,13,17]. More details of these datasets are shown
in Table 1.

2.2. Structure-driven features for protein representation

To be used effectively in our method, every amino acid residue in a
protein sequence need to be first transformed into one of the following
three secondary structural elements: H(helix), E(strand) and C(coil).
The string of secondary structural elements is also known as protein
secondary structure sequence (SSS) which can be obtained from protein
structure prediction server PSIPRED [19]. In order to sufficiently reflect
the general contents and spatial arrangements of the predicted second-
ary structural elements of a given protein sequence especially for -
helix and -strand, another two simplified sequences are proposed
based on SSS. One sequence is a segment sequence (SS), which is com-
posed of helix segments and strand segments [13,15,17]. First, every H,

Table 1
The number of proteins belonging to different structural classes and homology level of the
datasets.

Dataset All-ot All-p o/3 a+pB Total Homology level
25PDB 443 443 346 441 1673 25%
1189 223 294 334 241 1092 40%
640 138 154 177 171 640 25%
FC699 130 269 377 82 858 40%

E and C segment in SSS is respectively replaced by the individual letters
H, E and C. Then, all of the letters C are removed and SS is obtained. The
other sequence is obtained by removing all of the letters C from SSS, and
the new sequence is denoted by E-H [16]. For example, given a second-
ary structure sequence SSS: EECEEECCEECCCCHHHHCCHHHCCCEEEC
CHHHCEE, the corresponding SS and E-H are EEEHHEHE and EEEE
EEEHHHHHHHEEEHHHEE, respectively. Based on the above three se-
quences, several structure-driven features are rationally constructed.
The details of these features are given as follows:

1. The contents of secondary structure elements are the most widely-
used structure-driven features, and have been proved significantly
helpful in improving prediction accuracy of protein structural class
[11]. They are formulated as:

p(x) :%):)7 XE{HvaC} (1)

where N(x) is the number of secondary structural elementH, E or Cin
SSS; N; denotes the sequence length of SSS. This type of features has
been extended to SS [13]. Here we further reuse them in E-H.

2. Biosequence patterns usually reflect some important functional or
structural elements in biosequences such as repeated patterns [20].
In SSS, the 2-symbol repeated patterns are considered here, such as
HH, EE, HE and EH. Hence, the contents of repeated patterns are pro-
posed as follows:

p(xx) = % Xx={HH, EE, HE, EH} ()
1
where N(xx) is the number of 2-symbol repeated patterns HH, EE, HE
or EH. Here we extended these features to SS and E-H.

3. The normalized counts of a-helices and 3-strands in SSS [16], anoth-
er important structure-driven features, are given below:

_ CountSeg(x)

NCountSeg(x) N
1

, X&{H,E} (3)

where CountSeg(x) is the number of H or E segments. These features
have been reused in E-H [16]. Here we further extended to SS.
The 25 features shown above characterize the contents of the pre-
dicted secondary structure from different aspects. They can be cate-
gorized into content-related structure-driven features. Below, we
will further extract other types of structure-driven features such as
order-related and distance-related features.

4. Second order composition moment of H, E and C are specially pro-
posed to reflect the spatial arrangement of secondary structural ele-
ments in SSS [14], which are formulated as:

>

CMV(x) = N, (N, —1)’ XE{H,E,C} (4)
where My, is the jth order (or position) of the corresponding second-
ary structural element in SSS. As these features reflect the order-
related characteristic of secondary structure, they can be categorized
into order-related structure-driven features. This type of features has
been reused in E-H [16]. Here we further extended to SS.

5. Classification of protein structures is based on the contents and spa-
tial arrangements of secondary structural elements especially for the
a/B and ¢ + 3 classes. While proteins in the /3 and « + 3 classes
contain both a-helices and (3-strands, they are usually separated in
the o/B class but are usually interspersed in the o + [ class. The
distribution information of secondary structure segments will be
helpful to inferring spatial arrangement of secondary structural ele-
ments. As distance information of secondary structural elements
can reflect the distributions of a-helices and 3-strands, we propose
several distance-related structure-driven features. The length of
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