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Time to event is the clinically definitive endpoint in Phase III trials of new treatments of cancer, cardiovascular and
many other diseases. Because these trials involve relatively long follow-up, their protocols usually incorporate
periodic interim analyses of the data by a Data and SafetyMonitoring Board/Committee. This paper gives a review
of the major developments in the design of these trials in the 21st century, spurred by the need for better clinical
trial designs to cope with the remarkable advances in cancer biology, genomics and imaging that can help predict
patients' sensitivity or resistance to certain treatments. In addition to this overview and discussion of related issues
and challenges, we also introduce a new approach to address some of these issues.

© 2015 Elsevier Inc. All rights reserved.

Contents

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
2. Stopping rules, adaptive designs, and hybrid resampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

2.1. Early stopping for efficacy or futility at interim analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
2.2. Hybrid resampling and inference in time-sequential designs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

2.2.1. Exact method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
2.2.2. Bootstrap method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
2.2.3. Hybrid resampling method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

2.3. Bayesian approach and adaptive seamless designs of time-sequential survival trials. . . . . . . . . . . . . . . . . . . . . . . . . . . 106
3. A new approach to the design and analysis of time-sequential survival trials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

3.1. Cumulative hazard differences to supplement the logrank statistic at t* . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.2. Implementation and a simulation study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.3. Bayesian prediction of future Vn(t) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.1. Flexibility and efficiency of the new approach to early stopping. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.2. Emerging trends in adaptive design of time-sequential survival trials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

1. Introduction

Analysis of clinical studies with failure-time endpoints has been an
important topic in biostatistics and has also led to a number of major
methodological advances and important breakthroughs in statistical
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theory. A celebrated example is Cox's proportional hazards regres-
sion [1] that led to subsequent developments in partial likelihood,
semiparametric efficiency, and statistical analysis of counting processes
[2–6]. Although less renowned in comparison, the design of clinical tri-
als with failure-time endpoints has also had important impact on clini-
cal trial biostatistics and led to innovations in data monitoring and
interim analysis of clinical trials. These innovations dated back to the
seminal papers [7,8] in 1982 on the Beta Blocker Heart Attack Trial
(BHAT) and have continued until today, although at a much less spec-
tacular pace than survival analysis. In this paper we give a review of
the major developments in the 21st century, hence the “fifteen years”
in the title. The “update” in the title refers to updating a previous review
[9] that also provides a computer program to determine the power and
sample size in the trial design; note that “design of clinical trials with
failure-time endpoints and interim analyses” in our title is also the
main part of the title of [9]. Since last year, we and our colleagues at
Stanford University's Center for Innovative Study Design have been
working to develop open-source software, which can be considered as
an update of [9] for the implementation of some of the methods de-
scribed in the next two sections. Section 2 reviews several new trends
and innovative methods after the publication of [9] in the predecessor
of this journal. In particular, it describes hybrid resampling for valid
inference on primary and secondary endpoints of a survival trial, choice
of stopping rules, and adaptive designs including seamless Phase II–III
designs.

In his 2010 budget request, the Director of the National Cancer
Institute earmarked “re-engineering” cancer clinical trials as a research
initiative. The reason why re-engineering is needed is that although re-
markable progress in biomedical sciences raised new hope for cancer
treatment, the hope did not materialize because of the relatively small
number of new anticancer agents that were demonstrated to be effica-
cious in Phase III clinical trials, for which time to event (typically overall
survival and occasionally progression-free survival) is a definitive end-
point. Besides choice of stopping boundaries [9], also considers choice
of test statistics. Being able to choose appropriate test statistics at termi-
nal analysis can substantially increase the power of the commonly used
logrank statistics in current designs that are mostly based on hazard ra-
tios of treatment to control. In Section 3 we develop a new approach
that allows adaptive choice of the test statistics at terminal analysis
while still maintaining the prescribed Type I error. This circumvents
one of the widely recognized difficulties with current survival trial de-
signs that are dominated by hazard ratios and logrank statistics, which
are inefficient for nonproportional hazards. The year 2010 also marked
the appearance of themuch awaited FDA Draft Guidance for Industry
on Adaptive Design. Two years later, the President's Council of Advi-
sors on Science and Technology (PCAST) issued a report on “Propel-
ling Innovations in Drug Discovery, Development, and Evaluation”
and argued for using “innovative new approaches for trial design
that can provide more information more quickly” as “it is increasing-
ly possible to obtain clear answers with many fewer patients and
with less time” by focusing studies on “specific subsets of patients
most likely to benefit, identified based on validated biomarkers.”
Section 4 begins with a review of ongoing work in this direction for
drug development and confirmatory testing, some of which is relat-
ed to the approach introduced in Section 3. It then proceeds with fur-
ther discussion and several concluding remarks.

2. Stopping rules, adaptive designs, and hybrid resampling

In Section 2.1 we review developments in the choice of stopping
rules for time-sequential survival trials, in which “survival” refers
to the failure-time endpoint in the title and “time-sequential” encap-
sulates the “interim analyses” that are carried out at prespecified cal-
endar times. As pointed out in [10], survival trials have two time-
scales — calendar time t and information time V(t), which is the
null variance of the test statistic at t. The information time V(t) is

the intrinsic time-scale for interim data but is typically unknown be-
fore time t unless restrictive assumptions are made a priori. In the
past fifteen years, seamless Phase II–III designs and Bayesian adap-
tive designs are themost active area of research in innovative clinical
trial designs. Section 2.3 gives a review of some of these develop-
ments in the context of time-sequential survival trials. Another im-
portant development in this period is hybrid resampling [11–13],
which is reviewed in Section 2.2 and provides a basic tool in the
methodological development in Section 3.

2.1. Early stopping for efficacy or futility at interim analysis

This basic problem in time-sequential survival trials is already ad-
dressed in [9], and we describe here subsequent developments. The
censored rank statistics considered in [9] and its precursors [14,15]
have the general form
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where ψ is a nonrandom continuous function on [0, 1], n= n′+ n′′ is the
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Xi(t), Yj(t), δi′(t), δj″(t) andHn,t(⋅) are defined below. Let Ti′ ≥ 0 denote the
entry time and Xi N 0 the survival time (or time to failure) after entry of
the ith subject in treatment group X and let Tj″ and Yj denote the entry
time and survival time after entry of the jth subject in treatment
group Y. The subjects are followed until they fail or withdraw from
the study or until the study is terminated. Let ξi′ (ξj″) denote the time
to withdrawal, possibly infinite, of the ith (jth) subject in the treatment
group X (Y). Thus the data at calendar time t consist of (Xi(t), δi′(t)), i=
1,…, n′, and (Yj(t), δj″(t)), j=1,…, n′′, where Xi(t) =min(Xi, ξi′, (t− Ti
′)+), δi′(t) = I(Xi(t) = Xi), and Yj(t) and δj″(t) are defined similarly in
terms of Yj, ξj″ and Tj

″. Let Hn,t be the left-continuous version of the
Kaplan–Meier estimator of the distribution function of the combined
sample, defined by
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0 = 0. For the time-sequential censored rank statistics Eq. (1), Gu and
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converges weakly to a Gaussian
process with independent increments and variance function V(t)
under the null hypothesis H0 : F = G and contiguous alternatives. Two
commonly used estimates of V(t) are
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As a compromise between these two choices, Gu and Lai [14] also
considered Vn

3(t) = {Vn
1(t) + Vn

2(t)}/2. For any choice Vn(t) of the three
estimates, n−1Vn(t) converges in probability to V(t) under H0 and
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