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Adaptive designs allow a clinical trial design to be changed according to interim findings
without inflating type I error. The Inverse Normal method can be considered as an adaptive
generalization of classical group sequential designs. The use of the Inverse Normal method for
censored survival data was demonstrated only for the logrank statistic. However, the logrank
statistic is inefficient in the presence of nuisance covariates affecting survival. We demonstrate,
how the Inverse Normal method can be applied to Cox regression analysis. The required inde-
pendence between test statistics of the different stages of the trial can be obtained by two
different approaches. One is using the independent increment structure of the scoreprocess. The
other uses right censoring and left truncating to divide individuals follow-up into per-stage data.
Simulation studies show, that performance of the adaptive design does not depend on the
method used for obtaining independence. Eitherway, an adaptive Cox regression analyis ismore
efficient than an adaptive logrank analysis if nuisance covariates affect survival.
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1. Introduction

In many clinical trials the comparison of time to an event
between treatment groups is of primary interest. The power
to detect a specific treatment effect depends on the number of
events, which is the information in survival trials. The sample
size necessary to get the required number of events depends
on event rates, duration of follow-up and – due to staggered
entry – on recruitment rate. At start of a trial there may be
some uncertainty about planning characteristics such as treat-
ment effect, recruitment or variability between subjects. It is
thus appealing to use information from the current study to
adjust the sample size and/or duration of the trial to ensure
adequate power. This is of particular concern in survival trials,
which are long-term in most cases, so that design modifica-
tions may become necessary during the course of the trial.

Adaptive designs have been investigated over the past two
decades [1–5]. Other than classical group sequential designs,
these methods do not only allow for early stopping, but also
for data dependent changes of a trial design without inflating
the type I error. All these methods are based on a prespecified
combination of test statistics calculated for the different stages
of the trial. Control of type I error rate relies on the indepen-
dence of these stage-wise test statistics. Independence is easily
obtained, if subsets of subjects analyzed per stage are disjoint.
Thus, all of the methods are directly applicable to instanta-
neously observed outcomes.

However, in survival trials with censored time to event
data, subjects that are at risk over the duration of more than
one stage contribute information to each of these stages. As a
consequence, test statistics may be correlated and the adap-
tive designs are not directly applicable for survival response.

In recent years some authors considered how to use adap-
tive techniques for survival designs. Schäfer undMüller [6] pro-
posed a version of the conditional error function approach [3]
for the logrank test to compare two survival distributions.
They used the fact, that increments of the logrank test statistic
are asymptotically stochastically independent as was shown
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for the classical group sequential test designs. The idea of
using the independent increment structure of the logrank
statistic was also followed by Wassmer [7], who generalized
the Inverse Normal method to a comparison of censored
survival outcomes. Shen and Cai [8] showed how the variance
spending approach of Fisher [4] and Shen and Fisher [9] can be
used to adaptively analyse survival datawith linear rank tests.

However, a limitation in all those methods is, that they do
not consider risk factors other than the treatment available at
baseline. Not adjusting for risk factors that have substantial
effect on the course of disease can be inefficient and param-
eter estimates may be biased [10–12].

In the present paper, we propose an adaptive method for
survival trials with censored time to event data and staggered
entry allowing for covariate adjustment in Cox regression
models. The Inverse Normal method is applied to indepen-
dent test statistics derived from Cox regression analyses and
calculated for the different stages of a trial. Two approaches
are proposed to obtain independent test statistics. The first
one makes use of the independent increment structure of the
score process, whichwas demonstrated in the setting of group
sequential designs [13,14]. The second one divides data into
different stage data by left truncation and right censoring,
each comprising only those data observed during the con-
sidered stage of the trial. Test statistics calculated for these
per-stage data were shown to be independent. This idea goes
back to the work of Keiding et al.[15–17]. They demonstrated
how to use data from patients that were under risk, but had
no event before interim analysis, to confirm an unexpected
interim finding in a confirmatory manner. Bauer and Köhne
[1] already discussed the affinity between Keidings idea and
adaptive designs, which was picked up in this paper.

As the adaptive method is based on the Inverse Normal
method, the whole framework of group sequential designs
can be used to define stopping strategies including stopping
for futility. This is in contrast to the approach of Shen and
Cheng [18], who generalized the variance spendingmethod to
Cox regression analyses.

The paper is organized as follows. In Section 2 we sketch
the adaptive Inverse Normal method. The adaptive design for
survival data using Inverse Normal is presented in Section 3
with the two approaches obtaining independent test statistics
described in Sections 3.1 and 3.2. The performance of the
adaptive design is illustrated in Section 4 on simulated data.
The paper closes with a discussion in Section 5.

2. Inverse Normal method

Consider a K-stage trial design and let wk denote the pre-
definedweight of stage kwithwkN0 and∑K

k = 1 w
2
k = 1, k=1…K.

Let pk denote the p-value calculated from stage k, k=1…K. The
test decision after stage i is based on the standardized test
statistic
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For pk independent and uniformly distributed underH0,Φ−1

(1−pk) are independent and standard normally distributed
under H0. Thus, stopping boundaries from classical group
sequential designs for independent, normally distributed

increments can be used [2]. As long as the pk remain inde-
pendent and uniformly distributed underH0, information from
the current study can be used to change the trial designwithout
inflating type I error. Weights wk must be used as prespecified
and are not allowed to be adapted according to the changed
stage sizes. The uniform distribution is usually satisfied only
under a point null hypothesis. However, Brannath et al. [19]
released this condition to the so-called “p-clud-condition”,
which is also satisfied for one-sided interval hypotheses. Thus,
results derived in Section 3 for point null hypotheses are
applicable also for one-sided interval hypotheses. Note, that
one-sided p-values have to be used for the Inverse Normal
method in order to avoid directional conflicts. Two-sided tests
can be derived by performing two one-sided tests.

3. Inverse Normal method for time to event data

Suppose, p-values calculated from analyses at the different
stages of the trial were independent and uniformly distributed
under H0. Then, an adaptive design could be derived straight-
forward applying the Inverse Normalmethod. The crucial point
is to derive independent p-values for survival data as subjects
may be at risk overmore thanone stage of the trial.We propose
two different approaches for obtaining independent test sta-
tistics. The first one uses the independent increment structure
of test statistics. This idea was used by Wassmer [7] for the
logrank test statistic, which is sketched in Section 3.1.1 for the
sake of completeness although not allowing for covariate ad-
justment. The approach is generalized in Section 3.1.2 to Cox
regression analysis using the independent increment struc-
ture of the score test. The second approach divides data into
stagewise data, so that test statistics calculated on stagewise
data are approximately independent (Section 3.2).

Consider a randomized trial. Let subjects enter the trial
staggered and random and let entry times be independent of
the survival and censoring times. Censoring is assumed to be
independent from survival.

3.1. Independent increment statistics

3.1.1. Logrank test
For sake of illustration, only two treatment groups are consid-

ered.Withθbeing the log-hazard ratio, suppose anull hypothesis
H0={θ=0} is to be tested against a local alternative H1={θN0}.
More generally, the null hypothesis may be formulated in terms
of equality of the two survivor distributions, as the logrank test
does not rely on proportional hazards. Assume, dk accumulated
events are observed at analysis k and let x1kbx2kb…xdkk be the
ordered death times (assuming no ties). Let d1ik be 1, if the death
time xik corresponds to a subject in treatment group 1 and 0,
otherwise. Let n1ik and n2ik be the number of subjects at risk in
group 1 and 2 at time xik known at analysis k and nik:=n1ik+n2ik.
The logrank test statistic at stage k is defined as

LRk =
∑dk

i = 1 d1ik−n1ik

nik
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The logrank test is a powerful nonparametric test, par-
ticularly when the alternative to equal hazards is proportional
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