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a b s t r a c t

One of the important features of database fragmentation and allocation techniques is the fact that they
depend not only on the entries of a database relation, but also on their empirical frequencies of use. Dis-
tributed processing is an effective way to improve performance of database systems. However, for a Dis-
tributed Database System (DDBS) to function efficiently, fragments of the database need to be allocated
carefully at various sites across the relevant communications network. Therefore, fragmentation and
proper allocation of fragments across network sites is considered as a key research area in distributed
database environment. However, fragments allocation to the most appropriate sites is not an easy task
to perform. This paper proposes a synchronized horizontal fragmentation, replication and allocation
model that adopts a new approach to horizontally fragment a database relation based on attribute retrie-
val and update frequency to find an optimal solution for the allocation problem. A heuristic technique to
satisfy horizontal fragmentation and allocation using a cost model to minimize the total cost of distribu-
tion is developed. Experimental results are consistent with the hypothesis and confirm that the proposed
model can efficiently solve dynamic fragmentation and allocation problem in a distributed relational
database environment.

� 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Usually fragmentation is performed without having allocation
in mind. While allocation, on the other hand, is always dependant
on fragmentation and is performed on the assumption that frag-
mentation is obtained a priori.

Vertical fragmentation (VF) allows relation R to be partitioned
into disjoint sets of columns or attributes except the primary
key. Horizontal fragmentation (HF), on the other hand, allows rela-
tion R to be partitioned into disjoint tuples or instances. Previous
works in the area VF and HF have one problem in common: that
most of them concentrated only on fragmentation problem and
overlooked allocation problem to reduce complexity.

The complexity of horizontal fragmentation is O((K2)m) where m
is the number of simple predicates and K is the network sites
whereas the complexity of vertical fragmentation is O((Km)m)
where k is the network sites and m is the number of non-primary
key attributes. In the context of relational data model, the existing
techniques for HF fall into following two classes: Min-term-
predicates techniques (Özsu & Valduriez, 1999) and affinity based
techniques (Bellatreche, Karlapalem, & Simonet, 1996).

When fragmentation process is complete, then fragment
allocation follows. There are four data allocation strategies applica-
ble in a distributed relational database: these are centralized,

fragmentation (partition), full replication, and partial replication
(selective) Iacob (2010). Our technique adopts the fragmentation
strategy and sometimes partial replication. However, allocation is
the process of assigning the database fragments to DDBSs network
sites. When data is allocated, it might either be replicated or
maintained as a single copy. So, fragment allocation can be either
non-redundant or redundant. Under a non-redundant allocation
scheme, exactly one copy of each fragment will exist across all
the sites, while under redundant allocation schema, more than
one copy of each fragment will exist across all the sites (Hauglid
& Ryeng, 2010).

In Ceri, Negri, and Pelagatti (1984), a method was proposed to
use min-term predicate to fragment relations. It did that to per-
form primary horizontal fragmentation, a set of disjoint and com-
pleted predicates P = {P1, . . . ,Pn} should be determined. In Özsu and
Valduriez (1999), the iterative algorithm called Com-Min was pre-
sented to generate a complete and minimal set of predicate Pr from
a given set of simple predicates. In Zhang (1993), affinity-based
vertical fragmentation method was adapted to horizontal fragmen-
tation. Ra (1993) proposed a graph-based algorithm for horizontal
fragmentation such that the predicates clustering based on the
predicates affinities. However, Khalil, Eid, and Khair (xxxx) pre-
sented a horizontal transaction-based partition algorithm which
used predicates usage matrix as input, and Mahboubi and Darmont
(2009) used predicate affinity for HF in data warehouse.

Several researches, have already been submitted the data
allocation technique, are restricted in their theoretical and
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implementation parts and other techniques are ignoring the opti-
mization of the transaction response time. DDBSs design aims to
enhance the applications performance by minimizing the amount
of irrelevant data accessed by the applications (Ezeife & Barker,
1998), and by minimizing the amount of data transferred in pro-
cessing the applications (Karlapalem, Navathe, & Morsi, 1994). In
Mahmood, Khan, and Fatmi (1994), many management methodol-
ogies have been presented to manage database and either of these
methods could be merged with a mathematical modeling for data
allocation in DDBSs that was proposed using greedy approach in
(Abdalla, 2008) to effectively treat allocation problem. It consid-
ered a network communication, a local processing and data storage
cost to allocate fragment site by site. This method supports the
best location of data fragmentation in DDBSs based on fragment
access pattern and cost of moving fragments from one site to other
with site constraints maintaining as site capacity (C) and the frag-
ment limit (FL). In Daudpota (1998), formal model of data alloca-
tion had been constructed and had derived an algorithm to
fragment and allocate the relations.

Some authors have considered several aspects of the allocation
problem into account in different contexts. Mei, Mancini, and Jajo-
dia (2003) Combined security considerations into the fragment
allocation process. Lin and Veeravalli (2003) proposed an algo-
rithm for allocation and replication that adapts to the changing
patterns of online requests. Grouping partitioning into an auto-
matic design framework is considered in Agrawal, Narasayya,
and Yang (2004), and Chin (2002), considered incremental alloca-
tion and reallocation based on changes in workload. In Lin, Orlows-
ka, and Zhang (1993), data allocation algorithms presented to
achieve the minimum overall communication cost. SAGA approach
is proposed in Abdalla (2011) where the optimal places are deter-
mined for data fragments individually. Data access pattern and
transmission cost were used in this approach to help for specifying
that places.

In Surmsuk (2007), CRUD matrix is proposed. Its rows indicate
relations attributes and columns indicate several applications loca-
tions. DDBSs analysts and designers used CRUD matrix in the
requirement analysis phase of system development life cycle for
making decision of data mapping to different locations (Surmsuk,
2007; Whitten, Bentley, & Dittman, 2004). In this paper, CRUD
has been modified according to our requirement of HF and named
it Attribute Retrieval and Update Matrix (ARUM). We address hor-
izontal fragmentation and allocation simultaneously in the context
of the relational model. So, a heuristic technique to satisfy a syn-
chronized horizontal fragmentation and allocation using cost mod-
el is a key contribution of this paper. However, based on the rule of
thumb, if fragment is queried more frequently than it is modified,
then replication is advisable as it is already done in this work. But,
this replication benefit comes with the additional cost of keeping
all copies identical. This cost, which could potentially be high, con-
sists of total storage cost, cost of local processing, and communica-
tion cost (Rahimi & Haug, 2010).

In this paper, a novel approach is proposed to perform fragmen-
tation horizontally based on sites update and retrieval query
frequencies. A properly gathered information about queries will
enable the database designer to establish fragmentations that
allows an efficient and synchronized (redundant and non-
redundant) allocation.

1.1. The paper organization

The rest of this paper is organized as follows: In Section 2, we
will introduce our proposed model that includes the fragmentation
model, the allocation model and cost functions. In Section 3 the
fragmentation/allocation algorithm is presented. The implementa-
tion results that justify the developed technique are given in

Section 4. Section 5 discusses the model performance evaluation
that supports the assumptions. Section 6 briefly compares our
model with similar existing ones. Finally, the conclusions are pre-
sented in Section 7.

2. The proposed model

2.1. Problem description and notations

In this work a new optimal fragmentation and allocation meth-
od have been proposed to perform horizontal fragmentation (HF)
and allocation in a synchronized fashion using a cost model. The
HF divides the intended relation according to the Attribute Retrie-
val and Update Frequency (ARUF) matrix (Table 7).

ARUF is a table constructed by calculating a given retrieval and
update frequencies for attribute predicates individually. The ARUF
calculation is performed using ARUM (Table 4), distance cost ma-
trix (Table 5), and a cost function. An ARUM matrix is a table con-
structed by placing predicates of a relation attributes as columns
and site queries as rows. Our system development phases are
shown in Fig. 1.

The proposed model will be performed in two phases: in the
first phase, site constraints will be relaxed, while they will be en-
forced in the second phase.

2.2. The heuristic approach

This work introduces a simple cost model that collects retrieval
and update information at the sites where queries execute. Then it
evaluates the cost of fragmenting the intended relation/fragment
and the cost of allocating the resulted fragments across different
network sites. Finally, the heuristic model chooses the site to store
the candidate fragment by selecting the site that sustains the high-
est query cost for the fragment. The fragmentation and allocation
process is performed in a synchronized fashion. In summary, the
model adopts the maximum update and retrieval cost heuristic
to find the optimal fragmentation and allocation scenarios.

2.3. The proposed fragmentation model

The proposed fragmentation model is based on a set of simple
predicates Pr [P1, . . . ,Pn] where n is the number of relation attri-
butes. These predicates have been assigned to the relation attri-
butes A[A1, . . . ,An]. Attributes with a numeric value will comprise
a predicate Pr that have one of three states: (Pri > V), (Pri < V) or
(Pri = V). However, attributes with alphabetical value will comprise
a predicate Pr that have only one state: (Pri= V). For each predicate
Pri there are Pri�RFi value and Pri�UFi value representing the predi-
cate retrieval and update frequency values respectively for the cor-
responding attribute issued by the site queries Q[Q1, . . . ,Qk]
executed under a site query strategy where k is the number of site
queries that are assumed to be the most frequently used queries in
DDBS accounting for say more than 75% of the processing in DDBS.
Each query Qk can be executed from any site with a certain fre-
quency (FREQ) to access the intended fragment. The execution fre-
quencies of k queries at m sites can be represented by m � k
matrix, QFkm. The attribute predicate ‘‘Pr’’ is represented as follows:
Ai�value h V, RFi�value1, UFi�value1.

Allocation

RUPAARUM CARelation

Fragmentation

Fig. 1. The proposed system phases.
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