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This paper is about the logical properties of sentences of the form S’s are normally P, and 
starts from the idea that any logical theory for such sentences should meet the following 
simple requirement:

If the only available information about some object x is that x has property S, it must 
be valid to infer by default that x has all the properties P that objects with property S
normally have.

We investigate how this requirement can be met by theories developed within the 
framework of circumscription, and specify a constraint – the exemption principle – that 
must be satisfied to do so. This principle determines in cases of conflicting default rules 
which objects are exempted from which rules, and, as such, is the main source for the 
capricious logical behavior of the sentences we are interested in.
To facilitate comparison (and implementation) we supply an algorithm for inheritance 
networks and prove that arguments that can be expressed in both frameworks are valid on 
the circumscriptive account if and only if the inheritance algorithm has a positive outcome.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Discussions often end before the issues that started them have been resolved. In the 1980s and 1990s default reasoning 
was a hot topic in the field of logic and AI. The result of this discussion was not one single theory that met with general 
agreement, but a collection of alternative theories, each with its merits, but none entirely satisfactory. This paper aims to 
give a new impetus to this discussion.

The issue is the logical behavior of sentences of the form

S ’s are normally P

Such sentences function as default rules. What they mean is roughly this: when you are confronted with an object with 
property S , and you have no evidence to the contrary, you are legitimized to assume that this object has property P .
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The ‘evidence to the contrary’ can vary. Sometimes it simply consists in the empirical observation that the object con-
cerned is in fact an exception to the rule. On other occasions the evidence may be more indirect. Consider:

premise 1 A’s are normally E
premise 2 S’s are normally not E
premise 3 S’s are normally A
premise 4 c is A and c is S

by default c is not E

This is a case of conflicting defaults.1 At first sight one might be tempted to draw both the conclusion that c is E (from 
premises 1 and 4) and that c is not E (from premises 2 and 4), and maybe on second thought to draw neither. But the 
third premise states that objects with the property S normally have the property A as well. So, apparently, normal S ’s are 
exceptional A’s, as the rule that A’s are normally E does not hold for them. In other words, only the S-defaults apply to c. 
So, presumably, c is not E .

Default reasoning has been formalized in various ways, and within each of the existing theoretical frameworks a number 
of strategies have been proposed to deal with conflicting defaults. In the following we will focus on two of these frameworks, 
Circumscription (McCarthy [1,2]), and Inheritance Networks (Horty et al. [3]), and implement a new strategy to deal with 
conflicting rules in each of these.

2. Naive circumscription

Within the circumscriptive approach a sentence of the form S’s are normally P is represented by a formula of the form

∀x((Sx ∧ ¬AbSxP x x) → P x).

Here AbSxP x x is a one place predicate. The subscript ‘SxP x’ serves as an index, indicating the rule concerned. If an object a
satisfies the formula AbSxP x x, this means that a is an abnormal object with respect to this rule.

More generally, let L0 be a language of monadic first order logic. With each pair 〈ϕ(x), ψ(x)〉,2 we associate a new 
one-place predicate Abϕ(x)ψ(x) , thus obtaining the first order language L.

A default rule is a formula of L of the form

∀x((ϕ(x) ∧ ¬Abϕ(x)ψ(x) x) → ψ(x)).

Here, ϕ(x) and ψ(x) must be formulas of L0 that are quantifier-free and in which no individual constant occurs. The 
formula ϕ(x) is called the antecedent of the rule, Abϕ(x)ψ(x) x is its abnormality clause, and ψ(x) its consequent. Again, the 
index ϕ(x)ψ(x) is there just to indicate that it concerns the abnormality predicate of the rule with antecedent ϕ(x) and 
consequent ψ(x). When it is clear which variable is at stake we will write Abϕψ rather than Abϕ(x)ψ(x) . And often we will 
shorten ‘∀x((ϕ(x) ∧ ¬Abϕψ x) → ψ(x))’ further to

∀x(ϕ(x) � ψ(x)).

Since it is clear from the antecedent and the consequent of a default rule what the abnormality clause is, this should not 
cause confusion.3

In ordinary logic, for an argument to be valid, the conclusion must be true in all models in which the premises are true. 
The basic idea underlying circumscription is that not all models of the premises matter but only the most normal ones 
– only the ones in which the extension of the abnormality predicates is inclusion-wise minimal given the information at 
hand. Formally:

Definition 2.1.

(i) Let L be a language as described above, and let A = 〈A, I〉 and A′ = 〈A′, I ′〉 be two models for L with the following 
properties:
(a) A =A′;
(b) for all individual constants c, I(c) = I ′(c);

1 If a concrete example is wanted, substitute ‘adult’ for A, ‘employed’ for E , and ‘student’ for S .
2 Notation: we write ϕ(x) to denote a formula ϕ of L0 in which (at most) the variable x occurs freely.
3 Some readers may not like the fact that in this set up the formulas ∀x(Sx � P x) and ∀y(S y � P y) are not logically equivalent, because they contain 

different abnormality predicates. We could remedy this defect by introducing the same abnormality predicate Abϕ(·)ψ(·) for all pairs 〈ϕ(x), ψ(x)〉, indepen-
dent of the free variable x occurring in ϕ(x) and ψ(x). Here ‘·’ refers to a symbol that does not belong to the vocabulary of L0, and by ϕ(·), we mean the 
expression that one obtains from ϕ(x) by replacing each free occurrence of x by an occurrence of ·.

Some readers may insist that on top of this we should enforce that whenever ϕ(x) is logical equivalent to χ(x), and ψ(x) to θ(x), ∀x(ϕ(x) � ψ(x))
gets equivalent to ∀x(χ(x) � θ(x)). This can be done by stipulating that we are only interested in models that assign the same extension to Abϕ(·)ψ(·) and 
Abχ(·)θ(·) if ϕ(x) is logical equivalent to χ(x) and ψ(x) to θ(x). However, for our purposes, we can keep things simple.
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