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Knowledge compilation is a process of adding more information to a knowledge base in
order to make it easier to deduce facts from the compiled base than from the original one.
One type of knowledge compilation occurs when the knowledge in question is represented
by a Boolean formula in conjunctive normal form (CNF). The goal of knowledge compilation
in this case is to add clauses to the input CNF until a logically equivalent propagation
complete CNF is obtained. A CNF is called propagation complete if after any partial
substitution of truth values all logically entailed literals can be inferred from the resulting
CNF formula by unit propagation. The key to this type of knowledge compilation is the
ability to generate so-called empowering clauses. A clause is empowering for a CNF if it is
an implicate and for some partial substitution of truth values it enlarges the set of entailed
literals inferable by unit propagation.
In this paper we study several complexity issues related to empowering implicates,
propagation completeness, and its relation to resolution proofs. We show several results:
(a) given a CNF and a clause it is co-NP complete to decide whether the clause is an
empowering implicate of the CNF, (b) given a CNF it is NP-complete to decide whether
there exists an empowering implicate for it and thus it is co-NP complete to decide
whether a CNF is propagation complete, and (c) there exist CNFs to which an exponential
number of clauses must be added to make them propagation complete.

© 2013 Published by Elsevier B.V.

1. Introduction

One of the most studied problems in computer science, both theoretical and applied, is the satisfiability problem for CNF
formulas (SAT). The difficulty of SAT depends on the class of CNF formulas to which the input formula belongs. There are
various techniques and algorithms for SAT for different classes of CNF formulas ranging from linear algorithms for Horn,
quadratic (2-CNF) and SLUR formulas [1,2] to the very complex variants of the exponential DPLL [3,4] and CDCL [5–8]
procedures implemented in general purpose SAT solvers. Even the most complicated SAT solvers usually perform a task
called unit propagation [3]. The goal of unit propagation is to infer as many logically entailed literals as possible from a
partial truth assignment and the input formula. Although in general unit propagation is not a complete method (it does not
infer all logically entailed literals), it is complete for the class of propagation complete (PC) CNF formulas [9].

PC formulas play an important role also in constraint programming, or more specifically, in CNF encodings of global
constraints. There is a strong connection between propagation completeness of the CNF encoding and domain consistency
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of the encoded constraint [10,11]. It has been studied for several concrete global constraints such as the AllDifferent

constraint [12], the Sequence constraint [13], Regular, Among, and Generalized Sequence [10], or the Grammar con-
straints [14].

Some SAT solvers try to avoid searching in the state subspaces with no solution by learning from conflicts, i.e. by
performing conflict driven clause learning (CDCL) [5–8], the name CDCL is also used for the complete algorithm solving SAT
problem. It is useful to learn clauses (called empowering implicates [9,15]) that allow unit propagation to infer more logically
entailed literals after such a clause is added to the CNF formula than it was possible to infer before the addition. Therefore,
to speed up the CDCL SAT solver search for a satisfying assignment, it is often very useful to learn (generate) empowering
implicates and add them to the input CNF formula. Let us mention that today’s most successful SAT solvers for real-world
applications are the ones using CDCL procedure.

This process of adding empowering implicates to a CNF formula can be viewed as a special type of knowledge com-
pilation where both the input and the output representation of the knowledge is a CNF formula. In general, knowledge
compilation is a process of adding more information to a given knowledge representation in order to make it computa-
tionally easier to infer facts from the compiled representation [16,17], or a process of transforming a given knowledge
representation into another knowledge representation which is more tractable with respect to fact deduction, such as trans-
forming a CNF into a BDD [18]. Nevertheless, in this paper we are interested only in the very limited case of knowledge
compilation that rests in adding empowering implicates to a CNF.

It has been shown in [9], along with other properties of PC formulas, that a formula ϕ is PC if and only if there is
no empowering implicate for ϕ . However, several complexity issues directly connected to propagation completeness and
empowering implicates are left open in [9]. A short list of such questions is the following:

1. Given a CNF formula ϕ and a clause C , what is the complexity of deciding whether C is an empowering implicate
for ϕ?

2. Given a CNF formula ϕ that is not PC, how difficult is it to generate an empowering implicate for ϕ by resolution,
where the “level of difficulty” is measured by the length of the resolution proof?

3. Given a CNF formula ϕ , what is the complexity of deciding whether there exists an empowering implicate for ϕ?
4. Given a CNF formula ϕ that is not PC, how many empowering implicates is it necessary to add to ϕ in order to make

it PC?

In this paper we tackle all of the above listed problems. After reviewing basic definitions and notation in Section 2, we
derive several simple properties of empowering implicates in Section 3. We address the following four questions as follows:

1. In Section 3 we show that the first problem is co-NP complete. This is not a very difficult result, however, to the best
of our knowledge, it was not stated in the related literature yet.

2. In Section 4 we tackle the second problem. We prove that for a non-PC CNF formula with s occurrences of literals
there always exists a resolution proof of length O (s) of some empowering implicate. On the other hand, we construct
examples of CNF formulas where a resolution proof of length Ω(s) is needed for any empowering implicate, which
means that Θ(s) is an asymptotically tight bound for this problem. It is important to note that the upper bound
result does not require the derived empowering implicate to be prime. We show (by a simple modification of results
concerning refutation proofs [19,20]) that there exist CNF formulas such that in order to derive any prime empowering
implicate of such CNF a resolution proof of an exponential length is needed.

3. Section 5 contains the main results of this paper which are connected to the third problem. It was proved in [9] that
deciding about an existence of an empowering implicate is in �

p
2 . Using the results from Section 4 we strengthen this

result by showing that the problem belongs to �
p
1 = NP. Given the equivalence between propagation completeness and

non-existence of empowering implicates proved in [9], this immediately implies that testing propagation completeness
belongs to co-NP. Then we proceed with the hardness proof for this problem. We present a reduction from a well-known
NP-complete 3-dimensional matching problem which proves that deciding for a CNF formula whether there exists an
empowering implicate for it is NP-hard (and thus testing propagation completeness is coNP-hard).

4. The fourth question is answered in Section 5 as well by showing that there exist CNF formulas where an exponential
number (both with respect to the number of variables and the number of clauses) of empowering implicates must be
added in order to arrive at a PC formula. This strengthens the superpolynomial bound which follows from a combination
of results in [9] and [21] using a superpolynomial lower bound for certain monotone circuits from [22]. The connection
is discussed in detail in Section 2.5.

We close the paper by giving few concluding remarks in Section 6.
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