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Abstract

Pattern recognition (recognizing a pattern from inputs) and recall (describing or predicting the
inputs associated with a recognizable pattern) are essential for neural-symbolic processing and
cognitive capacities. Without them the brain cannot interact with the world e.g.: form internal
representations and recall memory upon which it can perform logic and reason. Neural net-
works are efficient, biologically plausible algorithms that can perform large scale recognition.
However, most neural network models of recognition perform recognition but not recall: they
are sub-symbolic. It remains difficult to connect models of recognition with models of logic and
emulate fundamental brain functions, because of the symbolic recall limitation.
I introduce a completely symbolic neural network that is similar in function to standard feedfor-
ward neural networks but uses feedforward-feedback connections similar to auto-associative
networks. However, unlike auto-associative networks, the symmetrical feedback connections
are inhibitory not excitatory. Initially it may seem counterintuitive that recognition can even
occur because the top-down connections are self-inhibitory. The self-inhibitory configuration
is used to implement a gradient descent mechanism that functions during recognition not learn-
ing. The purpose of the gradient-descent is not to learn weights (weights are still learned during
learning) but to find neuron activation. The advantage of this approach is the weights can now be
symbolic (representing prototypes of expected patterns) allowing recall within neural networks.
Moreover, considering the costs of both learning and recognition, this approach may be more
efficient than feedforward recognition. I show that this model mathematically emulates stan-
dard feedforward model equations in single layer networks without hidden units. Comparisons
that include more layers are planned in the future.
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Introduction

The neural networks responsible for pattern recognition
determine the form of information and connection weights
required for recognition, memory, and further processing.
However, certain forms may be more optimal for certain
tasks than others. Popular feedforward neural networks
are efficient recognition algorithms however are not opti-
mal for recall: describing or predicting the inputs associated
with a recognizable pattern. Thus feedforward networks are
considered sub-symbolic (e.g. Fodor & Pylyshyn, 1988; Sun,
2002). In this work we will discuss and show how it possible
to change the form of information and achieve both recog-
nition and recall with symbolic neural networks. Moreover,
our current simulations, limited single layer, show symbolic
networks may be even more efficient for recognition than
feedforward networks.

First let us define the meaning of symbolic. A symbolic
connection can be thought of as the relationship between
an input and the output node that does not depend on any
other inputs and outputs. For example, suppose there is
an input node that represents legs and an output node that
represents zebra. The symbolic relationship for zebra and
legs is that it has 4 legs. In a symbolic network, the value
4 can be the weight that represents the connection strength
between legs and zebra. This represents a prototype
description of a zebra (node) where it does not matter
whether there exist other animals (other nodes) that also
use the same input (and may also have 4 legs such as dogs,
cats, rats, and giraffes, or may have none, 2, 6, 8 or any
other number legs). The symbolic weight between zebra
and legs remain the same regardless of other nodes.

However, it is important for recognition that certain
information will be unique. For example, if the only
information available at the input is 4 legs, it would not
be possible to recognize a zebra from any other animal with
4 legs, regardless of the type of network. Unique informa-
tion (such as distinctive stripes) is needed to properly
perform recognition regardless whether the network is
feedforward or symbolic.

A major difference between feedforward networks and
the proposed symbolic network is how uniqueness is evalu-
ated and encoded. Feedforward networks solve recognition
with one multiplication per layer. In order to recognize cor-
rectly within one multiplication, they encode uniqueness
information in the weights (more than just symbolic infor-
mation). To incorporate the uniqueness information into
weights, feedforward methods use a gradient descent
error-driven mechanism during learning, which rehearses
the patterns of the training set in a uniform identical
and independently distributed (iid) fashion to incorporate
how relevant (unique) each input is. Thus in feedforward
networks, weights also depend on input and output nodes
other than the immediate input and output node that they
connect. This is why error-driven learning is sometimes
referred to as global learning. Returning to our example,
in feedforward networks, the weights between legs and
zebra will be dependent on whether other animals exist
and whether other animals have legs. If no other animals
have legs, the final weight between legs and zebra will be
different than if all other animals have legs.

By definition, symbolic weights cannot incorporate
whether information is unique, because uniqueness depends
on whether other nodes use that information (and by defini-
tion symbolic information must be independent of other
outputs).

However, it is necessary to determine uniqueness for
recognition, thus the proposed model uses a gradient
descent mechanism during recognition to determine how a
unique piece of information is based on the other nodes
that are currently active (e.g. the other animals that are
also being considered) and modulates the relevance of the
input (e.g. stripes) accordingly. In effect the proposed
model is doing what feedforward learning algorithms do
during learning (modulate weights based on uniqueness)
but during recognition (modulating inputs based on unique-
ness). The gradient descent of the proposed model does not
learn weights (weights do not change) but determines
uniqueness.

The symbolic model does not require a gradient descent
mechanism during learning and subsequently its learning is
much easier. Moreover, during recognition the current test
pattern is available (while not available during learning).
This translates into better efficiency. Feedforward learning
algorithms have to perform a gradient descent using the all
the patterns in the training set (in iid form) and determine
overall how relevant each input is. In contrast, the proposed
model only performs a gradient descent using the current
input pattern. This requires much less gradient descent iter-
ations, iteration times, and allows a simpler, quicker and
recallable form of learning.

Clearly our zebra example is a gross oversimplification;
there are many types of legs and features that go into legs
and so on. However, this generalizes to more complex
networks. Networks that can be described in a feedforward
manner (including multilayer networks) can also be
described in a symbolic manner. Even if nodes are hidden,
they can still have symbolic weights. The difference is in
our symbolic network uniqueness information is not incorpo-
rated into weights. Our analysis in this paper is currently
limited to single layer networks, but the symbolic properties
are generalizable to hidden nodes as well. The differences
between the networks will hopefully become clearer in
the examples.

Let us more formally establish the standard notation for
neural networks and pattern recognition on which we shall
build, and then review and compare neural network models.
Let vector Y

*

represent the activity of a set of labeled nodes
thatmay be called output neurons, or classes and individually
written as Y

*

¼ ðy1; y2; y3; . . . ; yhÞ
T. Supervised neurons iden-

tify patterns using labels or guide behavior. ‘‘Supervised’’
tasks are explicitly naming patterns or behaviorally respond-
ing to the environment (without explicit naming). The defini-
tion of supervised includes any representation that is
behaviorally relevant or action-able. This definition may be
a broader than other authors’ definitions. For example labels
can include: y’s representing ‘‘dog, cat’’, predator, prey, or
food, mate, danger, and so on. Without labeled associations
the brain cannot interact with the world, for example find:
food, mates, and hazards. All of these must be correctly
labeled by the organism (whether they are explicitly named
or not) and responded with the appropriate behavior. Thus
supervised recognition is a broad and essential foundation
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