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Abstract

The paper presents a new cognitive architecture based on insertion modeling, one of the par-
adigms of a general theory of interaction, and a basis for multiagent system development.
Insertion cognitive architecture is represented as a multilevel insertion machine which realizes
itself as a high-level insertion environment. It has a center to evaluate the success of its behav-
ior, which is a special type agent that can observe the interaction of a system with external
environment. The main goal of a system is achieving maximum success repeated. Considered
as an agent this machine is inserted into its external environment and has the means to interact
with it. The internal environment of intelligent cognitive agent creates and develops its own
model and the model of external environment. If the external environment contains other
agents, they can be modeled by internal environment, which creates corresponding machines
and interprets those machines using corresponding drivers, comparing the behaviors of models
and external agents. Insertion architecture is now under development on the base of Insertion
modeling system, developed in Glushkov Institute of Cybernetics. The nearest application will
be the cognitive intellectual agent for software understanding.
ª 2014 Published by Elsevier B.V.

Introduction

The general theory of information interactions begins with
neural networks of McCulloch and Pitts (1943). The theory
of neural networks led to the emergence of abstract auto-
mata theory, a theory that allows us to study the behavior

and interaction of evolving systems, regardless of their
structure. Originally, automata theory was developed as a
theory of finite automata and Kleene-Glushkov algebra
(Glushkov, 1960; Kleene, 1956) served as the primary means
of describing the behavior of automata. The automata the-
ory study focused on issues of analysis and synthesis, the
study of generalized finite and infinite automata and com-
plexity issues. Automata networks studied in applied areas
related to the design of electronic circuits in computer

http://dx.doi.org/10.1016/j.bica.2014.03.001
2212-683X/ª 2014 Published by Elsevier B.V.

Tel.: +380 503850372.
E-mail address: let@cyfra.net

Biologically Inspired Cognitive Architectures (2014) 8, 19–32

Avai lab le a t www.sc ienced i rec t .com

ScienceDirect

journal homepage: www.elsev ier .com/ locate /b ica

http://crossmark.crossref.org/dialog/?doi=10.1016/j.bica.2014.03.001&domain=pdf
http://dx.doi.org/10.1016/j.bica.2014.03.001
mailto:let@cyfra.net
http://dx.doi.org/10.1016/j.bica.2014.03.001
http://dx.doi.org/10.1016/j.bica.2014.03.001
www.sciencedirect.com
http://www.elsevier.com/locate/bica


engineering. Interaction in an explicit and general form ap-
peared only in the 70s as a theory of interacting information
processes. It includes CCS (Calculus of communicating pro-
cesses) of Milner (1980, 1989), and his p-calculus (1991),
CSP (Communicating Sequential Processes) of Hoare
(1985), ACP (Algebra of Communicating Processes) of Berg-
stra and Klop (1984), and many other branches of these ba-
sic theories. A rather complete review of the classical
theory of processes is presented in Bergstra, Ponce, and
Smolka (2001). At the same time new models of parallel
computation appeared in response to practical queries of
parallel programming. The most abstract models are Petri
nets (Petri, 1962), Actor model of Hewitt, Bishop, and Stei-
ger (1973), as well as the widespread ideas of object-ori-
ented (parallel) programming. They occupy an
intermediate position between the network models (neural
and automata networks, data flow diagrams) and the models
of the process theory. More specialized models are con-
nected with agent-oriented programming. The Gaia ap-
proach (Wooldridge, Jennings, & Kinny, 2000) unifies
different directions of agent-oriented programming. In Gaia
models interaction components are specified flexibly and
explicitly. But this approach is closely connected with the
traditions of software development.

Insertion modeling originated in the 90s as one of the
trends in the general theory of interaction. Original name
is ‘‘the model of interaction of agents and environments’’.
Basic concepts of insertion modeling (environment, agents,
insertion function) were introduced in the papers of Gilbert
and Letichevsky (1996), Letichevsky and Gilbert (1998,
1999). The main idea of insertion modeling can be found
even in the model of interacting control and operational
automata proposed V.M. Glushkov back in the 60s (Glush-
kov, 1965; Glushkov & Letichevsky, 1969) to describe the
structures of computers, as well as its development in the
theory of discrete processors developed in 70s . In these
models, the system is represented as a composition of two
automata – a control and information automata. Control
automaton plays the role of agent and information automa-
ton – the role of the environment in which the agent is in-
serted. The model of macroconveyor parallel computations
studied in the 80s (Kapitonova & Letichevsky, 1988), is even
closer to the present model of interaction of agents and
environments. In these models, processes corresponding
to parallel branches can be viewed as agents interacting in
the environment of distributed data structures.

The models studied in the theory of processes, can be
equivalently represented as the composition of the environ-
ment and agents inserted into this environment. Various
proposals for unification of the general theory of interaction
in distributed systems are being actively discussed, starting
from the 1990s. In particular these include purely mathe-
matical studies based on coalgebras (Rutten, 2000), the ap-
proach proposed by Hoare (Hoare & Jifeng, 1999) to unify
theories of programming, the logic of conditional rewriting
by Meseguer (1992) etc.

In the recent years, insertion modeling becomes a tool to
develop application systems for the verification of require-
ments and specifications of distributed interacting systems
(Baranov, Jervis, Kotlyarov, Letichevsky, & Weigert, 2003;
Kapitonova, Letichevsky, Volkov, &Weigert, 2005; Letichev-
sky et al., 2005a). System VRS, developed in Ukraine by

order of Motorola with the participation of the Glushkov
Institute of Cybernetics was used for the verification of
requirements and specifications in the field of telecommuni-
cation systems, embedded systems and real-time systems.
The new system IMS of insertion modeling (Letichevsky,
Letychevsky, & Peschanenko, 2011), which was developed
at the Glushkov Institute of Cybernetics, should expand
the scope of insertion modeling.

Cognitive architectures is a rapidly growing trend in re-
cent years in artificial intelligence. The purpose of this
direction is to build a model of the human mind, which
has the same features as the universal human mind. Unlike
specialized artificial intelligence systems that can effec-
tively solve specific classes of problems, cognitive architec-
ture must adapt to a variety of new, often unexpected
situations that arise because of interaction with the envi-
ronment, to learn, to set goals, improve their behavior,
etc. Within the framework of Biologically Inspired Cognitive
Architectures, a comparison was made of a large number of
existing cognitive architectures, and the main features re-
quired for such architectures (Samsonovich, 2010).

Studying modern systems used to build cognitive archi-
tectures, we found many similarities in these systems and
software systems development tools based on formal meth-
ods. This fact has stimulated the beginning of work on a new
cognitive architecture ICAR (insertion cognitive architec-
ture) based on insertion modeling and IMS system.

There are two main approaches to model human mind
which we distinguish as low level and high level modeling.
The low level modeling is based on reengineering of the
human brain on a base of neural networks, high level is
the reproducing of intelligent human behavior abstracted
from the details of the brain structure, but motivated by
the analyses of human cognition. The cognitive architec-
ture ICAR relates to the second direction. The paper
presents the basic principles of insertion modeling and
the concept of the cognitive model, which is created on
the base of these principles. The main idea that distin-
guishes this architecture from others is the algebraic
refinement of the notions of behavior and behavior
models, and the development of cognitive insertion ma-
chines for manipulating of behavioral models of different
levels of abstraction.

The development of ICAR model was greatly influenced
by ‘‘the general algorithm of mind’’ described by Amosov
(2002) as a high level model. This model has been partially
implemented in 70s; currently representatives of Amosov
School are working on new BICA based on neural networks
(Rachkovskij, Kussul, & Baidyk, 2013).

Basic concepts of the theory of interaction such as tran-
sition systems and bisimilarity, the algebra of processes and
behaviors, the sequential and parallel composition of transi-
tion systems are assumed familiar (Bergstra et al., 2001;
Letichevsky, 2005).

Agents and environments

Insertion modeling is concerned on building of models and
studying the interaction of agents and environments in com-
plex distributed multi-agent systems. Informally, the main
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