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Tasks such as question answering and semantic search are dependent on the ability of querying
and reasoning over large-scale commonsense knowledge bases (KBs). However, dealing with
commonsense data demands coping with problems such as the increase in schema complexity,
semantic inconsistency, incompleteness and scalability. This paper proposes a selective graph
navigation mechanism based on a distributional relational semantic model which can be applied
to querying and reasoning over heterogeneous knowledge bases (KBs). The approach can be used
for approximative reasoning, querying and associational knowledge discovery. In this paper we
focus on commonsense reasoning as the main motivational scenario for the approach. The ap-
proach focuses on addressing the following problems: (i) providing a semantic selection mecha-
nism for factswhich are relevant andmeaningful in a specific reasoning and querying context and
(ii) allowing coping with information incompleteness in large KBs. The approach is evaluated
using ConceptNet as a commonsense KB, and achieved high selectivity, high selectivity scalability
and high accuracy in the selection of meaningful navigational paths. Distributional semantics is
also used as a principled mechanism to cope with information incompleteness.
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1. Introduction

Building intelligent applications and addressing simple computational semantic tasks demand coping with large-scale common-
sense knowledge bases (KBs). Querying and reasoning (Q&R) over large commonsense KBs are fundamental operations for tasks such
as Question Answering, Semantic Search and Knowledge Discovery. However, in an open domain scenario, the scale of KBs and the
number of direct and indirect associations between elements in the KB can make Q&R grow unmanageable. To the complexity of
querying and reasoning over such large-scale KBs, it is possible to add the barriers involved in building KBs with the necessary con-
sistency and completeness requirements.

With the evolution of open data, better information extraction frameworks and crowd-sourcing tools, large-scale structured KBs
are becoming more available. This data can be used to provide commonsense knowledge for semantic applications. However,
querying and reasoning over this data demands approaches which are able to cope with large-scale, semantically heterogeneous
and incomplete KBs.

As a motivational scenario, suppose we have a KB with the following fact: ‘John Smith is an Engineer’ and suppose the query ‘Does
John Smith have a degree?’ is issued over the KB. A complete KB would have the rule ‘Every engineer has a degree’, which would
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materialize ‘John Smith has a degree’. For large-scale and open domain commonsense reasoning scenarios, model completeness and
full materialization cannot be assumed. In this case, the information can be embedded in other facts in the KB (Fig. 1). The example
sequence of relations between engineer and degree defines a path in a large-scale graph of relations between predicates, which is
depicted in Fig. 1.

In a large-scale KB, full reasoning can become unfeasible. A commonsense KBwould contain vast amounts of facts and a complete
inference over the entire KBwould not scale to its size. Furthermore, while the example path is ameaningful sequence of associations
for answering the example query, there is a large number of paths which are not meaningful under a specific query context. In
Fig. 1(1), for example, the reasoning pathwhich goes through (1) is not related to the goal of the query (the relation between engineer
and degree) and should be eliminated. Ideally a query and reasoningmechanism should be able to filter out facts and rules which are
unrelated to the Q&R context. The ability to select theminimum set of facts which should be applied in order to answer a specific user
information need is a fundamental element for enabling reasoning capabilities for large-scale commonsense knowledge bases.

Additionally, since information completeness of the KBs cannot be guaranteed, one missing fact in the KB would be sufficient to
block the reasoning process. In Fig. 1(2) the lack of a fact connecting university and college eliminates the possibility of answering
the query. Ideally Q&R mechanisms should be able to cope with some level of KB incompleteness, approximating and filling the
gaps in the KBs.

This work proposes a selective reasoning approachwhich uses a hybrid distributional-relational semantic model to address the prob-
lems previously described. Distributional semantic models (DSMs) use statistical co-occurrence patterns, automatically extracted
from large unstructured text corpora, to support the creation of comprehensive quantitative semantic models. In this work, DSMs
are used as complementary semantic layers to the relational/logical model, which supports coping with semantic approximation
and incompleteness. The proposed approach focuses on the following contributions:

• provision of a selective Q&R approach using a distributional semantics heuristics, which reduces the search space for large-scale KBs
at the same time it maximizes paths which are more meaningful for a given reasoning context;

• definition of a Q&R model which copes with the information incompleteness present at the KB, using the distributional model to
support semantic approximations, which can fill the lack of information in the KB during the reasoning process.

This work is organized as follows: Section 2 introduces natural language commonsense knowledge bases and briefly describes
ConceptNet [11]; Section 3 provides an introduction on distributional semantics; Section 4 describes the τ-Space distributional-
relational semantic model which is used for the selection reasoning mechanism; Section 5 defines the distributional representation
for the commonsense KB; Section 6 describes the selective reasoningmechanism (distributional navigational algorithm); Section 7 pro-
vides an evaluation of the approach using explicit semantic analysis (ESA) as a distributional semantic model and ConceptNet [11] as
KB; Section 8 describes related work and finally, Section 9 provides conclusions and future work.

2. Natural language commonsense knowledge bases (NLCS-KB)

More recent commonsense KBs such as ConceptNet are shifting from a logic representation framework to a natural language-
based commonsense knowledge representation [11,14]. The motivation behind this change in perspective is to improve the scale

Fig. 1. (1) Selection of meaningful paths. (2) Coping with information incompleteness.
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