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a b s t r a c t

This paper studies the potential of a novel approach to ensure more efficient and intelligent assignment
of capacity through medium access control (MAC) in practical wireless sensor networks. Q-Learning is
employed as an intelligent transmission strategy. We review the existing MAC protocols in the context of
Q-learning. A recently-proposed, ALOHA and Q-Learning based MAC scheme, ALOHA-Q, is considered
which improves the channel performance significantly with a key benefit of simplicity. Practical im-
plementation issues of ALOHA-Q are studied. We demonstrate the performance of the ALOHA-Q through
extensive simulations and evaluations in various testbeds. A new exploration/exploitation method is
proposed to strengthen the merits of the ALOHA-Q against dynamic the channel and environment
conditions.

& 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Wireless sensor networks (WSNs) have gained ever increasing
interest given their significant potential in various applications,
ranging from environmental monitoring to industry, military and
health applications (Akyildiz et al., 2002). Such a network is nor-
mally expected to include a large number of small, inexpensive
and battery-operated sensor nodes which are typically deployed in
an ad-hoc fashion to perform a common task. A common and
unique characteristic of a WSN after deployment is the in-
accessibility of sensor nodes which makes recharging or replacing
exhausted batteries challenging or impractical. This inherent fea-
ture brings about the necessity to design robust operation of the
networks without external intervention and access. A typical WSN
employs a medium access control (MAC) protocol which regulates
user access to the shared radio communications medium, afford-
ing significant impact on the overall network performance. De-
signing power efficient MAC protocols is therefore of paramount
importance.

In the last two decades, researchers have focused on develop-
ing a wide range of MAC protocols for WSNs in an energy-efficient
manner. Current MAC protocols can be broadly divided into con-
tention-based and schedule-based. The majority of the proposed

schemes are contention-based and inherently distributed, but they
introduce energy waste through overhearing, collisions, idle-listen-
ing and re-transmissions (Demirkol et al., 2006). Schedule-based
protocols can alleviate these sources of energy waste by dynami-
cally assigning transmission schedules, but these benefits are in-
curred at the expense of higher complexity and overheads. On the
other hand, there are a number of MAC schemes which combine
the features of both contention-based and schedule-based ap-
proaches, called hybrid protocols. The main drawback of the hybrid
schemes is their complexity which may make them suitable for
only a limited number of applications.

Reinforcement learning (RL) has been recently applied to de-
sign new MAC protocols in WSNs. Many developed RL-based
schemes aim to adaptively adjust the duty cycle of the nodes
which is best illustrated by S-MAC (Ye et al., 2002). These protocols
provide the nodes with an intelligent way of predicting other
nodes’ wake up times based upon the transmission history of the
network. RL-based protocols significantly reduce the energy con-
sumption due to both idle listening and overhearing in the context
of duty cycling. ALOHA and Q-Learning have been integrated to
establish a new MAC protocol, namely ALOHA-Q (Chu et al., 2012).
ALOHA-based techniques are important for certain categories of
Wireless Personal Networks (WPNs) and WSNs such as those
based on Radio Frequency Identification (RFID) systems which
have limited memory and power capabilities. The ALOHA-Q
scheme inherits the merits of contention-based and schedule-
based approaches while offsetting their drawbacks. ALOHA-Q uses
slotted-ALOHA as the baseline protocol with a key benefit of
simplicity. It allows users to find unique transmission slots in a
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fully distributed manner, resulting in a scheduled outcome. ALO-
HA-Q aims to reach an optimal steady state where each user
within an interference range has unique transmission slots.
Therefore, ALOHA-Q works like a contention-based scheme gra-
dually transforming into a schedule-based scheme, which can be
fully achieved in the steady-state without the need for centralised
control and scheduling information exchange in steady state
conditions. In order to demonstrate the effectiveness of this ap-
proach, performance evaluations in both single-hop and multi-hop
communication scenarios have been carried out (Chu et al., 2012;
Yan et al., 2013, 2014). These studies show that ALOHA-Q can
achieve a high channel utilisation while minimising the energy
consumption. However, these evaluations are restricted to simu-
lation-based evaluation, where the practical implementation is-
sues can be avoided.

This paper extends the implementation of ALOHA-Q in both
simulation and realistic testbeds, to linear-chain, grid and random
topologies. Practical implementation issues of ALOHA-Q are stu-
died based upon hardware limitations and constraints. In order to
strengthen the merits of the ALOHA-Q against dynamic the
channel and environment conditions, the epsilon-greedy strategy
is integrated. We compare the performance of the ALOHA-Q with a
well-known MAC protocol Z-MAC (Rhee et al., 2008) and a self-
learning protocol SSA (Niu and Deng, 2013). Section 2 presents the
related work highlighting the main features of existing RL-based
MAC protocols for WSNs. Section 3 introduces a brief description
of ALOHA-Q and exploration/exploitation methods proposed. The
performance of ALOHA-Q in simulation in comparison to ZMAC
and SSA is validated with practical results in Section 4. We eval-
uate experimentally the performance of ALOHA-Q in two real-
world events: (1) packet losses in steady state and (2) participa-
tion of new nodes to the network. ALOHA-Q with exploration/ex-
ploitation is implemented to provide better performance in these
two events. Finally, Section V concludes the paper.

2. Related work

A wide range of MAC protocols for WSNs have been proposed
with the primary objectives of improving energy-efficiency and
channel throughput. The majority of the existing schemes are
contention-based and employ CSMA as the baseline approach. In
this section, our focus is on RL-based MAC schemes proposed in
the literature.

S-MAC is a well-known RTS-CTS based MAC protocol that in-
troduced the concept of a duty-cycle in which the nodes in the
network periodically sleep, wake up, listen for potential trans-
missions, and return to sleep (Ye et al., 2002). A large number of
existing protocols have used the theme of S-MAC in order to fur-
ther schedule the nodes’ sleep and active periods as the duty-cycle
period in S-MAC is of a fixed duration. The nodes form virtual
clusters to determine a common schedule among the neighbour-
ing nodes. A small SYNC packet is exchanged among neighbours at
the beginning of each active period to assure that they wake up
concurrently to reduce the control overheads. After the SYNC ex-
change, the data packets can be transmitted using the RTS-CTS
mechanism until the end of the active period. S-MAC adopts a
message passing technique to reduce contention latency. A long
message is fragmented into many small fragments which are sent
in bursts. The main drawback of S-MAC is the predefined constant
listen-sleep periods which can cause unnecessary energy con-
sumption, particularly when some nodes those are located near
the sink, may require a higher duty-cycle in order to serve the
traffic passing through them.

RL-MAC is a RL-based protocol that adaptively adjusts the
sleeping schedule based on local and neighbouring observations

(Liu and Elhanany, 2006). The key property of this scheme is that
the nodes can infer the state of other nodes using a Markov De-
cision Process (MDP). For local observation, each node records the
number of successfully transmitted and received packets during
the active period to be a part of the determination of a duty cycle.
As for neighbouring observations, the number of failed attempts is
added to the header to inform the receiver, which saves energy by
minimizing the number of missed packets (early sleeping).

A decentralised RL approach is proposed to schedule the duty-
cycle of sensor nodes based only on local observations (Mihaylov
and Elhanany, 2012). The main point of this study is to shift active
periods in time based on transmission paths and ranges along a
route. Similar to that of S-MAC, the wake-up periods of the nodes
which need to communicate with each other are synchronised,
whereas the schedules of nodes on neighbouring branches are
desynchronised to avoid interference and packet losses. The active
periods are further divided into time slots and the nodes are al-
lowed to wake for a predefined number of slots in each period. The
slots where a node will wake up are decided by the learning
process. Each slot within a frame is given a quality value which
shows the efficiency of the slots. The quality values of slots
are updated by rewarding successful transmissions and penalising
the negative interactions. As a result of the learning process, the
quality values of one group of slots become strictly higher than the
rest.

Another similar approach combining the Slotted-ALOHA and
Q-Learning algorithms which achieves high channel utilisation
while mitigating energy consumption is ALOHA-Q (Chu et al.,
2012). Each node repeats a frame structure which includes a cer-
tain number of time slots. The packets are transmitted in these
time slots. Each node stores a Q-value (equivalent to the quality
value above) for each time slot within a frame. The Q-value of a
slot is updated individually when a transmission happens and this
is used to explore each slot more frequently. Successful trans-
missions are denoted by small acknowledgement packets which
are immediately sent upon the correct reception of the packets.
The nodes generate a positive outcome (reward) when the ac-
knowledgement packet is received, otherwise a punishment is
applied to update the Q-value. Consequently, the slots with higher
Q-values are preferred for data communication and this behaviour
repeats the same actions. This process continually returns rewards
which serve to decrease the probability of unsuccessful trans-
mission. Eventually, the learning process leads the network to a
steady state condition where unique slots are assigned to the
nodes. Although this approach appears to be a schedule-based
network, it does not require any scheduling information exchange.
However, it is critical to set a sufficient number of slots within a
frame. Redundant slots in a frame will result in achieving lower
channel throughput. None of the work described above has ad-
dressed optimum frame size assignment problem. Instead,
Reference (Yan et al., 2013) presents a distributed frame size se-
lection algorithm for ALOHA-Q in a single-hop scenario. Further-
more, the selection of the frame size has been discussed for a
multi-hop wireless sensor networking (Yan et al., 2014).

QL-MAC, Q-Learning-based MAC, is proposed to deal with the
issue of finding an efficient way of scheduling the duty-cycle of
sensor nodes (Stefano et al., 2013). Each node considers its own
traffic load and the network load of its neighbours. The basic un-
derlying concept of QL-MAC resembles that of a decentralised RL
approach, whereby time is divided into time slots (frames) which
are further divided into smaller time units (slots). Every node
using the Q-Learning algorithm individually limits the total
number of slots in which the node wakes up. The frame length and
the number of slots constituting the frame remain constant.

All of the protocols introduced in this section have only been
evaluated through simulations. The feasibility of the schemes for
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