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a b s t r a c t

Video stabilization technique is often used in handheld multimedia devices, whereas the difficulties in
the accurate extraction aspect of global motion vectors restrict its development. This paper proposes a
novel video stabilization approach that is based on the shortest spanning path clustering algorithm for
effective and reliable estimation of the global motion vectors. As demonstrated in our experimental
results, the proposed approach achieves superior stabilized effectiveness compared with the other state-
of-the-art approaches based on both qualitative and quantitative measurements.

& 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Several types of handheld multimedia devices have been drama-
tically developed for the last several decades, such as mobile phones,
tablets, and so on (Leu et al., 2012; Kherallah et al., 2009). These de-
vices allow observer to acquire videos from anywhere. However, the
video acquisition through the handheld multimedia devices usually
suffers from annoying perturbations (e.g. unexpected image motion
Pandian et al., 2013) caused by the observer's hand shaking.

In response, video stabilization techniques have played an es-
sential role in handheld multimedia devices. The task of video
stabilization techniques is to compensate the unwanted image
motion and eliminate these annoying perturbations from video
streams (Niskanen et al., 2006; Qu et al., 2013). Numerous video
stabilization techniques have been proposed by which to improve
video quality in the devices. In general, they attain video stabili-
zation through conjunctive use of camera motion estimation,
motion filtering, and motion compensation (Puglisi and Battiato,

2011). In particular, the camera motion estimation is the first es-
sential process in the development of video stabilization techni-
ques by which to provide stable effects of both motion filtering
and motion compensation. Specifically, the video stabilization
techniques are built on a key observation that the affine transform
of the frames is caused by camera motion. According to this ob-
servation, the stable frames can be acquired by inverting the global
affine transformation. Hence, these techniques can be divided into
two major categories according to their capability to estimate the
camera motion, that are intensity-based approaches (Puglisi and
Battiato, 2011; Kwon et al., 2006; Chang et al., 2004; Ko et al.,
1999) and feature-based approaches (Battiato et al., 2007; Yang
et al., 2009; Litvin et al., 2003; Shen et al., 2009; Kang et al., 2012;
Pinto and Anurenjan, 2011; Feng et al., 2013).

Video stabilization techniques belonging to the intensity-based
approaches category directly employ the image textures as motion
vectors in each frame of a video to estimate the global affine
transform and then reconstruct the stable frames. For in-
stance, Puglisi and Battiato (2011) employed a block-matching
algorithm to collect numbers of motion vectors while combining
with a voting strategy for detection of global motion vector from
different spatial locations of a frame. In addition, the video
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stabilization technique of Kwon et al. (2006) was proposed, in
which several motion vectors were estimated first by using the
phase correlation-based motion estimation via four rectangular
edge sub-images, after which the Kalman filter was used to extract
the global motion vectors from those motion vectors. Chang et al.
(2004) calculated the optical flows as global motion vectors based
on brightness constancy assumption between adjacent frames and
the camera motion was then estimated by fitting the optical flow
field to a global affine motion model for stabilizing videos.
Moreover, the video stabilization technique of Ko et al. (1999)
obtained global motion vectors by using gray-coded bit-plane
matching from those motion vectors realized by exploiting binary
Boolean functions.

On the other hand, feature-based video stabilization ap-
proaches locate a sparse set of reliable features in adjacent frames
for camera motion estimation. These features can be obtained
from Scale Invariant Feature Transform (SIFT) (Lowe, 1999),
Speeded Up Robust Features (SURF) (Bay et al., 2008), Kanade–
Lucas–Tomasi feature tracker (KLT) (Shi and Tomasi, 1994), Fast
Retina Key-point (FREAK) descriptors (Alahi et al., 2012), and so
on. Hence, the global motion vectors can be estimated from these
features by which to remove the unwanted image motion and
further stabilize the videos. In the consideration of computational

burden, the most widely adopted method for video stabilization is
based on feature-based approaches (Matsushita et al., 2006).
Hence, several methods based on the feature-based strategies
have been popularly developed and implemented by many video
stabilization applications.

The SIFT features are extracted by the method of Battiato et al.
(2007); the motion vector integration technique is then utilized to
filter the motion vectors produced from these SIFT features as
global motion vectors for estimating camera movements. More-
over, Yang et al. (2009) also employed SIFT features to attain the
motion vectors, whereupon the global camera motion was esti-
mated by using the particle filters between successive frames. The
method of Litvin et al. (2003) minimized the p-norm cost function
to find the global motion vectors from the extracted feature points.
In addition, Shen et al. (2009) proposed a feature-based video
stabilization method that extracts features by using both the
principal component analysis (PCA) and SIFT, after which the
global motion vectors were detected by exploiting the RANdom
SAmples Consensus (RANSAC) technique among the motion

Fig. 1. FREAK descriptors from frame 361 and frame 362 in video sequence “Statue”.
The lines across the symbol ◯ and symbol + represent the connections of matched
features. The solid and dotted black circles represent the incorrect-matched and
inconsistent feature points, respectively.

Fig. 2. Illustration of production process for each cluster.
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Fig. 3. Flowchart of proposed shortest spanning path based motion vector
clustering.
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