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a b s t r a c t

In this paper, a new sequential learning algorithm is constructed by combining the Online Sequential
Extreme Learning Machine (OS-ELM) and Kalman filter regression. The Kalman Online Sequential
Extreme Learning Machine (KOSELM) handles the problem of multicollinearity of the OS-ELM, which
can generate poor predictions and unstable models. The KOSELM learns the training data one-by-one
or chunk-by-chunk by adjusting the variance of the output weights through the Kalman filter. The
performance of the proposed algorithm has been validated on benchmark regression datasets, and the
results show that KOSELM can achieve a higher learning accuracy than OS-ELM and its related
extensions. A statistical validation for the differences of the accuracy for all algorithms is performed,
and the results confirm that KOSELM has better stability than ReOS-ELM, TOSELM and LS-IELM.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

There has been growing interest in the development of
machine learning methods for intelligently recognizing complex
patterns even when all training data is not available. Over the
past few decades, a large number of batch learning algorithms
have been discussed and studied thoroughly, including the
classical learning methods based on Backpropagation (BP)
(Ruhmelhart et al., 1986) and Support Vector Machine (SVM)
(Drucker et al., 1997). These methods can approximate complex
nonlinear functions from the input samples without knowing the
internal structure of the training data. However, it is known that
the classical methods require a long time for tuning the para-
meters, and the learning process can be inefficient when the
amount of training data is very large. Retraining the model using
all of the data with the batch learning algorithms is a time
consuming task which is unacceptable for many real-world
applications that require fast learning speed and high accuracy.
To overcome the weakness of traditional neural networks,
Extreme Learning Machine (ELM) was introduced by Huang
et al. (2006) to this end. One advantage of ELM over traditional
neural networks is that it is not necessary to adjust parameters
iteratively. Thus, ELM has a much faster training process with

better performance in some cases when compared with tradi-
tional neural networks (Huang et al., 2015). This has been a
motivation for the application of ELM to many practical problems,
for instance, image classification (Luo and Zhang, 2014), multi-
step-ahead time series prediction (Grigorievskiy et al., 2014) and
fault section identification in transmission lines (Malathi et al.,
2011).

In order to decrease the training time for batch algorithms, new
classes of sequential learning methods were introduced (Platt,
1991; Kadirkamanathan and Niranjan, 1993; Yingwei et al., 1998;
Huang et al., 2005). In some applications, these methods are
preferred over batch algorithms as they do not need to retrain
the model whenever a new training sample is received. In Liang
et al. (2006), a sequential version of ELM has been developed to
deal with the problem where training samples are received one-
by-one or chunk-by-chunk. The Online Sequential Extreme Learn-
ing Machine (OS-ELM) is based on a single layer feedforward
neural network (SLFN), in which the input weights and hidden
layer biases are chosen randomly and the output weights are
determined by the pseudo-inverse of the hidden layer matrix. The
output weight estimation of ELM can be expressed as an ordinary
least squares (OLS) solution. However, the OLS estimator can
generate poor predictions in the presence of multicollinearity
due to their large variance which decreases the model stability
(Foucart, 1999).

To overcome this problem, some related work should be
mentioned. In Huynh and Won (2011), the ReOS-ELM is
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proposed with the use of a bi-objective optimization to obtain
the small norm of the output weights. In this work, the problem
of multicollinearity is controlled by applying a regularization
parameter to update the weights. However, this method has
some drawbacks. First, there is an additional parameter to
adjust, the regularization constant, which makes the output of
the algorithm dependent on its correct estimation. In addition,
the optimization of the output weights is also dependent on the
size of the sequential chunk data. In Gu et al. (2014), the stability
and the convergence of the model are improved by the use of an
adaptive scheme to update the output weights. This method,
namely TOSELM, calculates the mean and variance of the
sequential training data and adjusts the output weights by
using an exponential function of the distribution of the data.
In spite of the results reported in this work there has been a
decrease indicated in the variance. This approach increases the
computational complexity of the sequential learning algorithm
since an additional iterative method is applied during the
regular cycle of learning. Moreover, the stopping condition for
the weight adjustment requires an additional parameter for the
tolerance of the convergence, and this parameter must be tuned
before the sequential training phase. Two similar approaches
have been recently presented in Ye et al. (2013) and Guo et al.
(2014). In the first work, the input and output weights are
changing over time for both training and testing phases. The
proposed OS-ELM-TV does not directly handled the problem of
multicollinearity, but it reduces the variance of the estimations
by using an output basis function to calculate a linear combina-
tion of the weights. This work present a fast training step and a
stable model, despite the fact that the limitation of this
approach is the correct choice of the output basis function, such
as Fourier or Legendre functions, which demands an additional
optimization step. The second approach, namely LS-IELM, has
also an additional parameter to adjust, which is defined as a cost
constant. This approach is similar to the ReOS-ELM, since the
cost constant can be considered as a regularization parameter
for the least squares solution of OS-ELM. In the LS-IELM, the
problem of multicollinearity is not controlled directly since it
updates the output weights by using the same recursive proce-
dure of OS-ELM. A limitation of this method is the requirement
of the optimization of the cost constant using a portion of the
training data.

The limitations of the cited related work indicate that the
problem of multicollinearity should be addressed without the
optimization of additional parameters since they increase the
computational complexity of the algorithm. It is known in the
literature that the adjustment of the variance for an OLS based
model can be modeled as a state space problem (Watson, 1983). In
this context, a Kalman filter regression model could be applied to
adjust the output weights of the OS-ELM with no additional
parameters to be optimized. Since the Kalman filter applies a
recursive least squares (RLS) solution in a similar way as the OS-
ELM, an adjustment coefficient could be updated for each cycle of
the sequential learning step. At the end of this process, the output
weights are adjusted to avoid the effects of multicollinearity in the
variance of the estimations.

The main motivation behind this paper is to investigate the
limitations of OS-ELM and the related extensions with respect to
the problem of multicollinearity. Based on a state space model,
this paper proposes an improvement of OS-ELM, namely Kalman
Online Sequential Extreme Learning Machine (KOSELM), in
which the Kalman filter regression is applied to update the
estimates of the output weights by adjusting its variance. In
KOSELM, we use the capacity of the Kalman filter to handle the

multicollinearity and adjust the variance of the estimated state.
We perform a filtering procedure for the estimated output
weight matrix during the update cycle. Next, the estimation is
adjusted through the regression coefficient provided by the
filtering procedure.

The main contributions of this paper are enumerated as
follows:

1. The proposed KOSELM algorithm to the sequential learning
problem in both one-by-one and chunk-by-chunk modes.

2. A weight update scheme using the Kalman filter regression for
variance adjustment of the output weights.

3. An empirical comparison between the KOSELM and the related
work for benchmark regression problems. Additionally, a sta-
tistical validation was performed for the differences of the
accuracy of the studied algorithms.

This paper is organized as follows. Section 2 gives a brief
overview of ELM, OS-ELM and Kalman filter. In Section 3, the
proposed method for variance adjustment is presented. In Section
4, the description of the sample data, the experimental settings
and the statistical validation of KOSELM are presented. Section 5
concludes the paper.

2. Fundamentals

In this section, the concepts of the batch version of ELM, the
OS-ELM and Kalman filter regression are briefly reviewed.

2.1. Extreme Learning Machine

Unlike the traditional learning algorithms for neural networks,
the main characteristic of ELM is learning without iterative
training as proposed by Huang et al. (2006). This makes the
learning process faster when compared to the traditional algo-
rithms for the training of neural networks. Let the training set be
xi; tið Þ� �

; xiARn; tiARm; i¼ 1;…;N, where xi is an n� 1 input
vector and ti is a m� 1 target vector. The training process is
briefly described as follows.

Step 1: Randomly assign values to the inputs weights and
hidden neuron biases, ai and bi.

Step 2: The output weights are analytically determined through
the generalized inverse operation of the hidden layer matrices
(Huang et al., 2006), according to the following equation:

XL
i ¼ 1

βiG ai; bi; xj
� �¼ tj; j¼ 1;…;N ð1Þ

where ai are the input weights, bi are the hidden layer biases, βi is
the output weight that connects the ith hidden node and the
output node, and G is the activation function. L is the number of
hidden neurons. N is the number of distinct input or output data.
This is equivalent to Hβ¼ T, where

H¼
G a1;b1; x1ð Þ ⋯ G aL; bL; xLð Þ
⋮ ⋱ ⋮
G a1;b1; xNð Þ ⋯ G aL; bL; xNð Þ

2
64

3
75
N�L

; ð2Þ

β¼
βT
1

⋮
βT
L

2
664

3
775
L�m

; ð3Þ

J.P. Nobrega, A.L.I. Oliveira / Engineering Applications of Artificial Intelligence 44 (2015) 101–110102



Download English Version:

https://daneshyari.com/en/article/380335

Download Persian Version:

https://daneshyari.com/article/380335

Daneshyari.com

https://daneshyari.com/en/article/380335
https://daneshyari.com/article/380335
https://daneshyari.com

