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a b s t r a c t

Dynamic neural networks (DNNs) have important properties that make them convenient to be used

together with nonlinear control approaches based on state space models and differential geometry,

such as feedback linearisation. However the mapping capability of DNNs are quite limited due to their

fixed structure, that is, the number of layers and the number of hidden units. An example shown in this

paper has demonstrated this limitation of DNNs. The development of novel DNN structures, which has

good mapping capability, is a relevant challenge being addressed in this paper. Although the structure

is changed minorly only, the mapping capability of the new designed DNN in this paper has been

improved dramatically. Previous work [J. Deng et al., 2005. The dynamic neural network of a hybrid

structure for nonlinear system identification. In: 16th IFAC World Congress, Prague.] presents a new

dynamic neural network structure which is suitable for the identification of highly nonlinear systems,

which needs the outputs from the real system for training and operation. This paper presents a hybrid

dynamic neural network structure which presents a similar idea of serial–parallel hybrid structure, but

it uses an output from another neural network for training and operation classified as a serial–parallel

model. This type of DNNs does not require the output of the plant to be used as an input to the model.

This neural network has the advantages of good mapping capabilities and flexibilities in training

complicated systems, compared to the existed DNNs. A theoretical proof showing how this hybrid

dynamic neural network can approximate finite trajectories of general nonlinear dynamic systems is

given. To illustrate the capabilities of the new structure, neural networks are trained to identify a real

nonlinear 3D crane system.

& 2012 Elsevier Ltd. All rights reserved.

1. Introduction

The introduction of artificial neural network methods for the
identification and control of dynamical systems two decades ago
has had a significant impact in control systems research
(Narendra and Parthasarathy, 1990; Miller et al., 1990). Many
industrial control systems exhibit nonlinear characteristics. Most
conventional control schemes use linear models. However, the
use of linear models can result in a serious deterioration of
control performance for many nonlinear plants. The presence of
nonlinearities in control systems complicates the design stages
and may cause performance problems if not considered appro-
priately. Research over decades has produced several nonlinear
control strategies based on mathematical foundations. One of the
most important control techniques is the input–output linearisa-
tion of nonlinear systems. Based on differential geometric con-
cepts and properties of the system, input–output linearisation
and decoupling introduce a new input variable v and a nonlinear

transformation which uses state feedback to compute the original
input u, so that a n-input n-output nonlinear system of the form
_x ¼ f ðxÞþgðxÞu is transformed into n single-input single-output
systems which exhibit linear dynamics between the inputs and
outputs. A linear controller can be applied to the linearised
system to achieve the final design requirements. The main draw-
back of the input–output linearisation technique is that it
depends on the exact knowledge of a nonlinear model of the
process. When a suitable first principles model is not available,
this may be overcome by using a dynamic neural network to
identify a model to be suitable for the input–output linearisation
and decoupling. A recurrent neural network is a closed loop
system, with feedback paths introducing dynamics into the
model. They can be trained to learn the system dynamics without
assuming much knowledge about the structure of the system
under consideration.

Dynamic neural networks (DNNs) have important properties
that make them convenient to be used together with nonlinear
control approaches based on state space models and differential
geometry (Garces et al., 2003), such as feedback linearisation.
However, the mapping capability of DNNs are quite limited due to
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their fixed structure, that is, the number of layers and the number
of hidden units (Lippman, 1987; Mabhan and Zomaya, 1994). An
example shown in this paper has demonstrated this limitation of
DNNs. The development of novel DNN structures, which has good
mapping capability, is a relevant challenge being addressed in this
paper and previous work (Deng et al., 2005). Although the
structure is changed minorly only, the mapping capability of the
new designed DNN in this paper has been improved dramatically.
Deng et al. (2005) presented a new dynamic neural network
structure which is suitable for the identification of highly non-
linear systems, which needs the outputs from the real system for
training and operation. This paper presents a hybrid dynamic
neural network structure which presents a similar idea of serial–
parallel hybrid structure, but it uses an output from another
neural network for training and operation classified as a serial-
parallel model (Narendra and Parthasarathy, 1990). This type of
DNNs does not require the output of the plant to be used as an
input to the model. This neural network has much better mapping
capabilities and is more flexible in training complicated systems,
compared to the DNNs in Garces et al. (2003). A theoretical proof
showing how this hybrid dynamic neural network can approx-
imate finite trajectories of general nonlinear dynamic systems is
given. To illustrate the capabilities of the new structure, neural
networks are trained to identify a real nonlinear 3D crane system.

The paper is organized as follows. Section 2 discusses the
universal approximation property of static multilayer percep-
trons. Section 3 introduces the class of dynamic neural networks
of interest in this paper. Section 4 discusses theoretical results on
the approximation ability of dynamic neural networks. Section 5
presents an example. Finally, Section 6 gives concluding remarks.

2. Different types of dynamic neural networks

Dynamic neural networks are made of interconnected
dynamic neurons, also called units. The class of neuron of interest
in this paper is described by the following differential equation:

_xi ¼�bixiþ
XN

j ¼ 1

oijsðyjÞþ
Xm

j ¼ 1

gijuj, ð1Þ

where bi, oij and gij are adjustable weights, with 1=bi a positive
time constant and xi is the activation state of the ith unit, yj is the
actual system output or the hidden state of the jth unit, s : R-R

is a sigmoid function and u1, . . . ,um are the input signals.
A dynamic neural network is formed by a single layer of N

units. The first n units are taken as the output of the network,
leaving N�n units as hidden neurons. A type 1 DNN is defined by
the following vectorised expression:

_x ¼�bxþosðyÞþgu,

yn ¼ Cnx, ð2Þ

where x are coordinates on RN , bARN�N is a diagonal matrix with
diagonal elements fb1, . . . ,bNg, oARN�N , gARN�m are weight
matrices, sðxÞ ¼ ½sðx1Þ, . . . ,sðxNÞ�

T is a vector sigmoid function,
uARm is the input vector, ynARn is the plant output vector,
y¼ ½yT

n ,xnþ1, . . . ,xN �
T , Cn ¼ ½In�N ,0n�ðN�nÞ�.

A type 1 DNN differs from the dynamic neural network
described in Chapter 4 of the book Garces et al. (2003), which
in this paper is known as type 2 DNN, in the argument of the
vector sigmoid function sð�Þ. A type 2 DNN is described by the
following vectorised expression:

_x ¼�bxþosðxÞþgu,

yn ¼ Cnx: ð3Þ

Define the output state vector xp ¼ ½xp
1, . . . ,xp

n�
T ¼ yn as the internal

state of the n output units. Define the hidden state vector
xh ¼ ½xh

1, . . . ,xh
N�n�

T as the internal state of the N�n hidden units.
A type 1 DNN uses plant output and the hidden state in the
argument of the vector sigmoid function sð�Þ, while a type 2 DNN
uses the whole state vector of the network, which consists of the
output states and the hidden states, in the argument of the vector
sigmoid function. The difference is illustrated in Figs. 1 and 2.

A type 3 DNN is defined by the following vectorised expression:

_x ¼�bxþosðŷÞþgu,

yn ¼ Cnx, ð4Þ

where x are coordinates on RN , bARN�N is a diagonal matrix with
diagonal elements fb1, . . . ,bNg, oARN�N , gARN�m are weight
matrices, sðxÞ ¼ ½sðx1Þ, . . . ,sðxNÞ�

T is a vector sigmoid function,
uARm is the input vector, xeARn is the estimated output vector of
another neural network, ŷ ¼ ½xeT ,xnþ1, . . . ,xN�

T , Cn ¼ ½In�N ,0n�ðN�nÞ�.
A type 3 DNN differs from a type 1 DNN, in the argument of

the vector sigmoid function sð�Þ. A type 3 DNN is different from a
type 1 DNN in that a type 3 DNN uses the outputs from another
neural network and the hidden states in the argument of
the vector sigmoid function sð�Þ, while a type 1 DNN uses the
plant outputs and the hidden states of the network, which
consists of the output states and the hidden states, in the
argument of the vector sigmoid function. The type 3 DNN is
illustrated in Fig. 3.

Fig. 1. Block diagram of type 1 DNN.

Fig. 2. Block diagram of type 2 DNN.
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