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a b s t r a c t

This paper proposes a novel local energy-based shape histogram (LESH) as the feature set for recognition
of abnormalities in mammograms. It investigates the implication of this technique on mammogram data-
sets of the Mammographic Image Analysis Society and INbreast. In the evaluation, regions of interest
were extracted from the mammograms, their LESH features calculated, and fed to support vector machine
(SVM) classifiers. In addition, the impact of selecting a subset of LESH features on classification perfor-
mance was also observed and benchmarked against a state-of-the-art wavelet based feature extraction
method. The proposed method achieved a higher classification accuracy of 99.00 ± 0.50, as well as an
Az value of 0.9900 ± 0.0050 with multiple SVM kernels, where a linear kernel performed with 100% accu-
racy for distinguishing between the abnormalities (masses vs. microcalcifications). Hence, the general
capability of the proposed method was established, in which it not only distinguishes between malignant
and benign cases for any type of abnormality but also among different types of abnormalities. It is there-
fore concluded that LESH features are an excellent choice for extracting significant clinical information
from mammogram images with significant potential for application to 3-D MRI images.

� 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Breast cancer is a fatal disease that originates in breast tissue. It
primarily affects women; however, men can also develop it. Breast
cancer caused more deaths than any other cancer in women in the
US in 2011, when it was the second-most diagnosed cancer after
skin cancer. In the UK, breast cancer accounts for 30% of all female
cancers; almost one in nine women is estimated to develop it. In
the EU, a woman is diagnosed with breast cancer every 2.5 min
(American Cancer Society, 2011). Although the risk of breast cancer
is lowest in less-developed countries, it is increasing every year
(Hollander, 2002; Jemal et al., 2011; Shulman, Willett, Sievers, &
Knaul, 2010).

The fatality rate of breast cancer can be reduced by early diag-
nosis and treatment. Computer-aided decision support systems
(CADSSs), combined with mammography, help doctors diagnose
breast cancer at an early stage. CADSSs function in four key steps:
preprocessing, feature extraction, feature selection, and

classification. The preprocessing step includes breast image seg-
mentation and filtering, which is followed by image normalization
to improve image quality and reduce noise. In feature extraction,
images of lesions are extracted from enhanced images by using
various techniques. In feature selection, an additional set of fea-
tures is selected. In classification, the selected feature set is classi-
fied to separate false signals from true ones.

The essence of an accurate diagnosis exists in the selection of
suitable features that can differentiate between normal and abnor-
mal cases. The literature reports many techniques for feature
extraction. Yu, Li, and Huang (2006) used a combination of
model-based and statistical texture features to detect microcalcifi-
cations. This approach first detects the region of interest (ROI)—in
this case, the area that contains the microcalcifications—by using
wavelets and thresholds. It then extracts texture features from
the ROI by using Markov random fields, fractal models, and statis-
tical features. The performance of this approach was evaluated by
using the area under the free-response receiver operating charac-
teristic curve (FROC). A true positive rate of 94% was achieved with
a 1.0 false positive per image rate.

Multi-resolution methods greatly interest researchers in image
processing, analysis, biology, and other fields. Eltoukhy, Faye, and
Samir (2010) applied curvelet transforms to mammograms. They
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used the largest coefficients of the curvelet as feature vectors. The
method resulted in a 98.59% classification accuracy when using
SVM classifiers. Lladó, Oliver, Freixenet, Martí, and Martí (2009)
used extended local binary pattern (LBP) histogram features.
These features were extracted from regions that showed masses
on the mammogram. The method resulted in an Az value of
0.94 ± 0.02. Wang, Shi, and Heng (2009) classified malignant and
benign masses by using SVM for features selected from the ROI.
The feature set included curvilinear, texture, Gabor, and
multi-resolution features. Performance was measured by using
ROC and reached 0.97 with a maximum accuracy of 91.4%.
Karahaliou et al. (2008) found that the texture properties of the
area surrounding the microcalcification were significant when
detecting malignancies in mammograms. This approach consid-
ered features such as grey-level first-order statistics, grey-level
co-occurrence matrices, and Laws’ texture energy measures, which
were extracted from the surrounding tissue of regions of interest
(ST-ROI). A redundant discrete wavelet transform (RWT) was then
applied to the image. The wavelet coefficient first-order statistics
and wavelet coefficient co-occurrence matrices for ST-ROI were
then used as features. This combination of features resulted in an
Az performance of 0.9989. Delogu, Fantacci, Kasae, and Retico
(2007) extracted 16 different features, including mass perimeter,
circularity, mean of the normalized radial length, and others, from
segmented masses and studied their various combinations. These
features, which were further selected by using feature discriminat-
ing power and linear correlation interplay techniques, were fed to a
multi-layer perceptron neural network for classification. It
achieved 97.8% accuracy. Rashed, Ismail, and Zaki (2007) experi-
mented with different wavelet transforms to analyze their ability
to discriminate among different classes of abnormalities, such as
clusters, speculated lesions, circumscribed masses, and ill-defined
lesions. (Mousa, Munib, & Moussa, 2005) used wavelet
(Daubechies) coefficients as feature vectors. In this approach, the
horizontal, vertical, and diagonal detailed coefficients were first
extracted from the image decomposition via Daubechies wavelets.
The coefficients were then normalized and the energy for each fea-
ture vector was calculated. This output was used for classification
purposes. The features were reduced depending on the level of
energy required.

Verma, McLeod, and Klevansky (2010) used density and shape
features, such as mass margins, abnormality assessment rank,
patient age, and subtlety values, as features and then applied soft
clustering by using k-mean to separate each class further. After
clustering within malignant and benign cases, a neural network
was applied with two additional layers other than the conventional
three layer neural network architecture. One of these additional
layers was a fixed weight layer, while the other one was a cluster
layer, which prescribes the natural tendency of the output towards
a malignant or benign class. The algorithm achieved a maximum
accuracy of 97.5% on the test set. Diaz-Huerta et al. (2014) applied
contrast enhancement with extended maxima threshold for image
enhancement; next, they extracted special, texture, and spectral
domain features from it. They further applied a support vector
machine classifier to distinguish between malignant and benign
microcalcifications. The result reached an overall sensitivity of
85.9%. (Rouhi et al., 2015) applied an artificial neural network
(ANN)- and cellular neural network (CNN)-based segmentation to
mammograms. Furthermore, they extracted texture and shape fea-
tures from the segmentation area and fed it to the artificial neural
network for classification between malignant and benign masses.
The result reached an accuracy of 96.87% at maximum.
Soltanian-Zadeh et al. (2004) experimented with texture, including
multiwavelet, wavelet, Haralick, and shape features, to classify
between malignant and benign microcalcifications. Features were
further selected by using a genetic algorithm. The result was a

maximum 0.89 ROC value. do Nascimento et al. (2013) considered
wavelets (Daubechies-8 (db8), Symlet 8 (sym8), and bi-orthogonal
3.7 (bior3.7)) as features and applied a polynomial classifier to dis-
criminate abnormal cases from normal ones. They achieved an Az

value of 0.98 ± 0.03 for the classification performance on a DDSM
mammogram dataset.

Most of the above mentioned algorithms focus on one type of
abnormality (either mass or microcalcification) and try to diagnose
malignancy, whereas this paper proposes a method that can effi-
ciently deal with different types of abnormalities simultaneously
while discriminating between malignant and benign cases with a
higher accuracy rate. The algorithm also produces good results in
discriminating between different types of abnormalities, as can
been seen in the results section.

The main objective of this research is to evaluate the implica-
tion of a novel LESH feature extraction technique for diagnosing
malignancies in mammograms; this algorithm generates more
accurate results than the other mentioned algorithms above.
LESH has been successfully applied in pattern matching applica-
tions with promising results. Zakir, Zafar, and Edirisinghe (2011)
applied LESH to automatically detect and recognize different road
signs. Sarfraz and Hellwich (2008a, 2008b, 2009) experimented
with LESH in face recognition systems for different face and head
poses. LESH works by calculating a histogram of the local energy
pattern within the image. A histogram is a simple technique that
forms the basis of many spatial domain image processing tech-
niques (Gonzalez & Woods, 2002). It provides useful image statis-
tics that can be used to further analyze and process the image as
described later in this paper.

The remainder of this paper is organized as follows. Section 2
introduces the proposed LESH scheme. Section 3 describes the
experimental work; the results and discussion are presented in
Section 4. Conclusions and future work are presented in Section 5.

2. Local energy-based shape histogram feature extraction

LESH works by converting an image into a combination of local
energies along different orientations. Morrone and Owens (1987)
suggested that features extracted at the points of maximum phase
congruency can be helpful in image analysis. The type of phase and
amplitude of local maxima of the energy function determines the
type, sign, and contrast of a feature. This framework for calculating
the phase congruency in two-dimensional images while using a
high-pass filter to obtain image features at different scales is given
as (Kovesi, 1999):

PCðzÞ ¼
P

nWðzÞbAnðzÞDUnðzÞ � TcP
nAn þ �

ð1Þ

where

DUnðzÞ ¼ cos /nðzÞ � �/nðzÞ
� �

� sinð/nðzÞ � �/nðzÞÞ
�� �� ð2Þ

and T is the noise cancelation factor, while W(z) is the weighting of
the frequency spread. An and /n represent the amplitude and phase
angle, respectively, of local complex value Fourier components at
location z = (x, y) in the image of size n. � is a constant value incor-
porated to avoid division by zero (Kovesi, 1999).

Here, An and /n are calculated by using the logarithmic Gabor
wavelets filter (Morrone & Owens, 1987). It detects low-level fea-
tures that are invariant to image illumination, contrast, and image
magnification (Kovesi, 2000). These one-dimensional
symmetric/anti-symmetric filters are transformed into a
two-dimensional form by applying a Gaussian spreading function
across the direction that is perpendicular to its orientation. The
image is convolved with a bank of Gabor kernels at each of the
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