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a b s t r a c t 

Crowdsourcing is an emerging approach to utilize a large pool of human workers and execute various 

intelligent tasks. Repeated labeling is a widely adopted quality control method in crowdsourcing. This 

method is based on selecting one reliable label from multiple labels collected by workers because a sin- 

gle label from only one worker has a wide variance of accuracy. Hierarchical classification, where each 

class has a hierarchical relationship, is a typical task in crowdsourcing and used to organize information 

in many knowledge systems. However, direct applications of existing methods designed for multi-class 

classification have the disadvantage of discriminating among a large number of classes. In this paper, we 

propose a label aggregation method for hierarchical classification tasks. Our method takes the hierarchical 

structure into account to handle a large number of classes and estimate worker abilities more precisely. 

Our method is inspired by the steps model based on item response theory, which models responses 

of examinees to sequentially dependent questions. We considered the hierarchical classification to be 

a question consisting of a sequence of sub-questions and built a worker response model for hierarchi- 

cal classification. We conducted experiments using real crowdsourced hierarchical classification tasks for 

book classification and business classification and demonstrated the benefit of incorporating a hierar- 

chical structure to improve the label aggregation accuracy. Our method also improves the accuracy for 

multi-class classification task for adult content classification with an implicit hierarchical structure among 

classes. 

© 2016 Elsevier Ltd. All rights reserved. 

1. Introduction 

Crowdsourcing is the process of requesting tasks from a large 

number of workers to obtain needed contents and provides an easy 

and relatively cheap way to exploit the power of crowds. For ex- 

ample, the construction of annotations for a large dataset, which is 

essential for the development of natural language processing tech- 

niques but expensive, has been crowdsourced ( Callison-Burch & 

Dredze, 2010; Snow, O’Connor, Jurafsky, & Ng, 2008 ). Crowdsourc- 

ing is also being considered as an approach to solving computer 

science problems that are difficult for computers but compara- 

tively easy for humans. A successful example is protein structure 

prediction ( Cooper et al., 2010 ), which is computationally difficult 
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because of the huge number of possible patterns but is easily tack- 

led by humans. 

An important issue with crowdsourcing is quality control; 

workers are often unreliable because they have a wide range of ex- 

pertise and motivation unlike experts. There may be spam workers, 

who are extremely unreliable. A widely adopted approach to this 

problem is repeated labeling, which is obtaining labels from multi- 

ple workers for each task and aggregating them. Majority voting is 

the most straightforward way to aggregate labels. However, when 

there is access to only a few labels, the results may lack reliability. 

To increase the reliability, labels need to be gathered from more 

workers, which require more time and money. 

In order to reduce such costs, more sophisticated methods have 

been proposed. These methods incorporate probabilistic models 

of the worker labeling process and achieve higher accuracy than 

majority voting even when not many labels are available. Some 

methods weight skilled workers under the assumption that more 

competent workers have a higher probability of success ( Dawid & 

Skene, 1979; Demartini, Difallah, & Cudré-Mauroux, 2013; Welin- 

der, Branson, Perona, & Belongie, 2010; Whitehill, Wu, Bergsma, 

Movellan, & Ruvolo, 2009 ). While multi-class classification tasks 
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have been the main focus, other studies have considered qual- 

ity control methods for ordering tasks ( Chen, Bennett, Collins- 

Thompson, & Horvitz, 2013; Matsui, Baba, Kamishima, & Kashima, 

2014; Yi, Jin, Jain, & Jain, 2013 ), sequence labeling tasks ( Wu, Fan, 

& Yu, 2012 ), and numerical tasks ( Lin, Mausam, & Weld, 2012 ). 

In this paper, we propose a probabilistic labeling model for hi- 

erarchical classification tasks , where the classes are organized into a 

class hierarchy. Hierarchical classification is a useful and ubiquitous 

way to classify information and goods. It includes many important 

practical tasks, such as book classification in libraries and product 

classification in marketplaces. ImageNet ( Deng et al., 2009 ) is an 

online image database and organizes images according to WordNet 

( Miller, 1995 ), which is a lexical database that uses a hierarchical 

structure. Hierarchical classification has also been used to simplify 

the design of a classification process such as astronomy classifica- 

tion tasks on Galaxy Zoo II ( Willett et al., 2013 ). 

Although hierarchical classification is a typical crowdsourcing 

task, no label aggregation methods exist for it. Because hierarchi- 

cal classification can be considered multi-class classification, pre- 

vious approaches that focused on multi-class classification can be 

applied. However, the number of classes in hierarchical classifica- 

tion often becomes very large, and the previous approaches are not 

designed to handle a large number of classes. By exploiting the in- 

formation of the hierarchical structure, we propose bundling mul- 

tiple classes having the same parent to efficiently deal with the 

large number of classes. 

Here we provide a book classification example to explain how 

the hierarchical structure is important. Assume that we query five 

workers for a single hierarchical classification task. Two classify it 

as “social issues”, another two answer “pharmaceutical science”, 

and the last chooses “medical science”, as shown in Fig. 1 (a). If 

we simply take a majority, “social issues” and “pharmaceutical sci- 

ence” are considered more reliable than “medical science” because 

they both get two votes. However, “medical science” and “phar- 

maceutical science” have the same parent (i.e., “science & technol- 

ogy”), while “social issues” does not. When we look at the inter- 

mediate classes, “science & technology” has three votes, and “so- 

ciety” has two. Therefore, although “pharmaceutical science” and 

“social issues” have the same number of votes, the former seems 

more likely to be correct than the latter. The workers who voted 

for “pharmaceutical science” can also be considered to classifica- 

tion abilities to some extent because they successfully selected the 

parent class. 

Based on this insight, this paper presents a novel label aggre- 

gation method using a hierarchical structure. We employ the idea 

of a steps model based on item response theory to model the la- 

beling process of workers for hierarchical classification ( Section 4 ). 

We call our approach Steps-GLAD , which was inspired by the steps 

model and GLAD , a probabilistic label aggregation method pre- 

sented by Whitehill et al. (2009) . 

We regard hierarchical classification to be a question consist- 

ing of a sequence of sub-questions, where each sub-question cor- 

responds to a classification at each tier. The probability of suc- 

cessful classification is expressed as a function of the worker abil- 

ity and sub-question difficulty. While the steps model is designed 

for a case where the true answers of the test questions are given, 

we targeted a crowdsourcing situation where we do not know the 

true labels and aimed to infer them from a set of observed la- 

bels. We use the expectation-maximization (EM) algorithm to in- 

fer the worker abilities, classification difficulties, and true labels 

( Section 5 ). Note that we applied GLAD because of its simplicity 

and strong connection to item response theory. Our framework is 

complementary to existing label aggregation models and can be 

easily combined with them. 

We conducted experiments on three real datasets collected 

with crowdsourcing to demonstrate that Steps-GLAD works 

better than existing label aggregation methods (Section 6). We per- 

formed book classification and business classification, which are 

both two-tiered hierarchical classifications and have a large num- 

ber of classes. In addition, we investigated whether our method is 

applicable to multi-class classification by assuming a hierarchical 

relationship among classes. We used an adult content classification 

dataset for this purpose. 

Our contribution is summarized as follows: 

• We propose a novel label aggregation method for crowdsourced 

hierarchical classification tasks, where the number of classes of- 

ten becomes so large that it is difficult for previous methods to 

deal with. 
• We introduce a probabilistic labeling model for hierarchical 

classification. Our model, which is inspired by the steps model 

based on item response theory, captures the worker classifica- 

tion abilities in intermediate classes by incorporating a hierar- 

chical structure among classes. 
• The experimental results demonstrated that the hierarchical 

structure is beneficial for obtaining accurate labels in hierar- 

chical classification tasks and is helpful for estimating worker 

abilities more precisely. We also proved that our method deliv- 

ers accurate labels for a multi-class classification task where an 

implicit hierarchy among the classes can be assumed. 

2. Related work 

A number of methods have been proposed to obtain high qual- 

ity outputs with less cost by aggregating fewer labels compared 

to majority voting. These methods probabilistically model the la- 

beling process of workers based on various aspects of the label- 

ing process such as worker abilities ( Dawid & Skene, 1979; De- 

martini et al., 2013; Welinder et al., 2010; Whitehill et al., 2009 ). 

Welinder et al. (2010) proposed a multi-dimensional worker abil- 

ity model that captures the strengths and weaknesses of work- 

ers. Some methods incorporate task difficulties by considering that 

more difficult tasks have a lower probability of success ( Welinder 

et al., 2010; Whitehill et al., 2009 ). Experiments on real datasets 

have shown that these probabilistic models can achieve higher ac- 

curacy than majority voting. 

Our research focused on hierarchical classification, which has 

been applied to domains such as machine learning, natural lan- 

guage processing, and bioinformatics ( Silla & Freitas, 2011 ). In hi- 

erarchical classification, a characteristic issue is that a misclassi- 

fication at a given tier is propagated downwards. We can con- 

sider the classification at each tier as a sub-task and the whole 

classification process as a pipeline of sub-tasks. Improving the 

quality of the pipeline process is an important problem and has 

been the subject of many studies. Darling, Archambeau, Mirkin, 

and Bouchard (2013) presented a method to predict the root of 

errors. 

A few crowdsourcing studies have focused on hierarchical clas- 

sification. Chilton, Little, Edge, Weld, and Landay (2013) and Bragg 

and Weld (2013) presented methods to optimize the workflow 

to create a taxonomic hierarchy. Kamar and Horvitz (2015) pro- 

posed a probabilistic model to balance the output quality and 

cost by controlling queries to workers. So far, there have been 

no works on modeling the worker response process in hierarchi- 

cal classification tasks and using the model to obtain accurate 

labels. 

Several existing studies have addressed quality control for inter- 

dependent tasks ( Duan, Oyama, Sato, & Kurihara, 2014; Mo, Zhong, 

& Yang, 2013; Wu et al., 2012 ). Our work differs because we con- 

sidered a specific kind of tasks where the success of one task is a 

prerequisite for the success of another task, and such interdepen- 

dency is given as prior knowledge coded as a hierarchy. 
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