
Proposal of a new stability concept to detect changes in unsupervised
data streams

Rosane M.M. Vallim ⇑, Rodrigo F. de Mello
ICMC, Universidade de São Paulo, Av. Trabalhador São Carlense 400, São Carlos, SP 13566-590, Brazil

a r t i c l e i n f o

Article history:
Available online 21 June 2014

Keywords:
Data streams
Unsupervised change detection
Surrogate stability
Surrogate data

a b s t r a c t

Learning from continuous streams of data has been receiving an increasingly attention in the last years.
Among the many challenges related to mining data streams, change detection is one topic frequently
addressed. Being able to determine whether or not data characteristics are changing along time is a major
concern for data stream algorithms, be it on the supervised or unsupervised scenario. The unsupervised
scenario is particularly relevant due to many practical applications do not provide target labeling infor-
mation. In this scenario, most of the strategies induce consecutive models over time and compare them in
order to detect data changes. In this situation, model changes are assumed to be a consequence of data
modifications. However, there is no guarantee this assumption is true, since those algorithms do not rely
on any theoretical background to ensure that model divergences truly indicate data changes. The need for
such theoretical framework has motivated this paper to propose a new stability concept to establish
bounds on the learning abilities of unsupervised algorithms designed to detect changes on data streams.
This stability concept, based on the surrogate data strategy from time series analysis, provides learning
guarantees for online unsupervised algorithms even in case of time dependency among observations.
Furthermore, we propose a new change detection algorithm that meets the requirements of this stability
concept. Experimental results on different synthetical scenarios illustrate how the stability concept pro-
posed in this paper is applied to detect changes in unsupervised data streams.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Data Stream Mining is an active area of research that is con-
cerned with the development of algorithms capable of learning
models from data streams. Data streams are ordered, infinite
sequences of data, that become available along time (Gama &
Rodrigues, 2007). Due to its infinite nature, researchers usually
assume the probability distribution responsible for generating a
stream is not fixed nor stationary, consequently data characteris-
tics evolve over time. This evolving aspect has motivated several
studies to design algorithms to detect when data is actually chang-
ing, allowing for efficient and effective model reinduction in the
presence of new data behavior.

In the supervised learning scenario, the most common strate-
gies for detecting data changes monitor some performance
measures of the induced model, such as accuracy or precision
(Gama, Medas, Castillo, & Rodrigues, 2004). If these measures fall
below a stablished threshold, then the current model is considered

outdated and, therefore, no longer useful for making predictions
about data. A change in the data distribution is then issued, and
the model is reinduced using new data. This strategy gives a fair
indication on changes, however it requires labeled examples.
Unfortunately, most of real-world applications only provide unsu-
pervised data, meaning there is no a prioriknowledge to consider
when inducing models.

In this context, many researchers have been designing cluster-
ing techniques to approach the unsupervised scenario, as well as
measures to monitor clustering evolution along time in an attempt
to detect data changing behavior (Albertini & Mello, 2010;
Marsland, Shapiro, & Nehmzow, 2002; Vallim, Filho, de Mello, &
de Carvalho, 2013). These strategies assume that changes observed
in the induced models indicate changes in data characteristics.
However, those strategies have no formal guarantee due to algo-
rithm parameters can lead to model adaptations that may not cor-
respond to data modifications.

The lack of learning guarantees for unsupervised scenarios has
motivated Carlsson and Memoli (2010) to propose a stability con-
cept for unsupervised batch learning, which is formalized in terms
of model divergences when input data is subject to order perturba-
tions. According to this concept, an algorithm is proven to be stable
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if it produces the same model regardless of permutations in data
ordering. The theoretical foundation of such work is developed
assuming batch learning and considering data is independent
and identically distributed (i.i.d.).

When considering a data stream, however, an infinite number of
observations may be generated, which require incremental model
induction as opposed to the traditional multiple pass used in batch
learning. Moreover, while data independency could be assumed for
some streams, in many others time information cannot be disre-
garded, i.e., data dependencies are important and removing this
information would completely change the problem characteristics
or the phenomenon represented by data (Ceccherini, Gobron, &
Migliavacca, 2014; Ferlay, Bray, Steliarova-Foucher, & Forman,
2014; Ferlay et al., 2008; Takahashi, Akiniwa, & Narita, 2001).
Therefore, since not all data is previously available for learning,
and it may contain time dependencies, an stability concept purely
based on data permutations will fail when applied on the data
stream domain.

In an attempt to provide learning guarantees for the unsuper-
vised data stream scenario, this paper proposes a new stability
concept that assumes observations must be processed as long as
they are collected and are not necessarily i.i.d. In order to design
this new concept, we first assume observations in a stream present
an inherent order that cannot be disregarded. Based on this, we
further assume that a data stream can be seen as a time series,
which we believe is fair enough for the stream domain because
observations may have different levels of dependency over time,
including none. Since independency among observations cannot
be straightly assumed when considering a time series, ordering
permutations, such as the one proposed by Carlsson and Memoli
(2010), cannot be used as a source of data perturbation when ana-
lyzing the stability of data-stream algorithms.

With this in mind, the stability concept here proposed is based
on model divergences when surrogate data (Theiler, Eubank,
Longtin, Galdrikian, & Doynefarmer, 1992) is used as input for
the learning algorithm. Surrogate series are new data observations
generated from taking the original series as input. These new
observations maintain certain characteristics of the original series,
such as frequency and amplitude. Our stability concept, called
hereafter surrogate stability, states that an algorithm is stable if
it produces the same models for both the original and the surrogate
series. In analogy with the data-stream scenario, if a stream main-
tains the same properties along time, models induced at different
time instants must be equal. In this situation, data collected in
two consecutive time instants correspond to the original time ser-
ies and its surrogate, respectively. Since the surrogate stability do
not alter the order of the observations, possible time dependencies
among observations are taken into account, making this stability
concept suitable for the data stream domain.

Furthermore, this work shows that algorithms producing a
Power Spectrum (PS) graph as the data stream model are stable
according to the surrogate stability concept. A new change detec-
tion algorithm is then proposed, which compares PS graphs in
two consecutive time-windows of data, and issues changes when
these models diverge from each other. The idea behind the algo-
rithm is that if no change happens in two consecutive windows,
the data inside each window presents very similar properties. In
this scenario, the sub-series contained in the most recent window
can be seen as a surrogate of the sub-series contained in the previ-
ous window. On the other hand, if a change happens in data char-
acteristics, we assume frequencies and amplitudes will also be
modified, and the most recent sub-series can no longer be seen
as a surrogate of the previous one. Results confirm that the pro-
posed algorithm correctly indicates when the data stream changes,
guaranteeing the detection is a consequence of data modifications
and not due to influences produced by model parametrization such

as in previous approaches (Albertini & Mello, 2010; Marsland et al.,
2002; Vallim et al., 2013; Bifet & Gavaldà, 2007).

This paper is organized as follows. In Section 2, we present
related work in the area of change detection as well as other stabil-
ity concepts to provide learning guarantees. Next, Section 3 pro-
vides the formal background used to develop the surrogate
stability concept, the definition of the concept itself, as well as
the new stable change detection algorithm for unsupervised data
streams. Experimental studies to verify the surrogate stability con-
cept and the change detection algorithm proposed are detailed in
Section 4. Such experiments explore synthetic scenarios, allowing
to confirm whether changes were detected when they should. Sec-
tion 5 brings a further analysis on the results observed in these
experiments. Finally, concluding remarks and future work are pre-
sented in Section 6.

2. Related work

2.1. Unsupervised change detection in data streams

Several different strategies have been proposed in the data-
stream literature to deal with the change detection problem, rang-
ing from statistical algorithms based solely on summary measures
such as mean and variance, to more advanced techniques using
clustering and novelty detection.

Page (1954) approaches change detection in an incremental
fashion by monitoring the cumulated difference between the
observations in the stream and their mean. This method, called
Page–Hinkley Test (PHT), issues a change if the monitored statistic
falls below a user-defined threshold value. Adaptive Windowing
(ADWIN) (Bifet & Gavaldà, 2007) also uses mean to detect changes
in data. However, ADWIN applies time-windows and successively
divides this window in two subwindows, comparing their means
and issuing a change if the difference is greater than a threshold.
Both approaches fail in presence of amplitude and frequency mod-
ifications over the data collection. For example, consider two dif-
ferent scenarios: (i) a stationary stream in which the data mean
does not modify over time, however the data frequency does; (ii)
a weakly-stationary stream, in which data variance may change
over time, however the mean is always the same. In both situa-
tions, change detection would only be possible if: (i) the algorithm
gives a greater relevance to recent observations in case of PHT,
making it forget most of past information; or (ii) if the algorithm
reduces the window length to detect changes in case of ADWIN.
However, those attempts would make both algorithms map any
small perturbation as a change what is not desirable.

Recently, change detection has also been approached applying
incremental clustering algorithms and evaluating model diver-
gences at different time instants, i.e., considering new observations
to adapt models. The Grow When Required (GWR) neural network
(Marsland et al., 2002) issues changes when new neurons are
added to the model or when a neuron that has not been used
recently is activated. This algorithm, therefore, can issue changes
based on a single new observation, for example an outlier. Another
neural-network-based algorithm is the Self-Organizing Novelty
Detection Neural Network (SONDE) (Albertini & Mello, 2010),
which uses Shannon’s entropy to quantify the level of novelty
introduced in the model after receiving a new observation. There-
fore, the algorithm considers that model divergences correspond to
data changes. Recently, Vallim et al. (2013) proposed M-DBScan, a
change detection algorithm that uses a density-based clustering
method together with an entropy measure to estimate model
divergences. M-DBscan design considers that a change should be
seen as a sequence of novel events, therefore this approach is more
robust to outliers than previous methods. Despite of the good
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