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a b s t r a c t

Fusion of multimodal medical images increases robustness and enhances accuracy in biomedical research
and clinical diagnosis. It attracts much attention over the past decade. In this paper, an efficient multi-
modal medical image fusion approach based on compressive sensing is presented to fuse computed
tomography (CT) and magnetic resonance imaging (MRI) images. The significant sparse coefficients of
CT and MRI images are acquired via multi-scale discrete wavelet transform. A proposed weighted fusion
rule is utilized to fuse the high frequency coefficients of the source medical images; while the pulse cou-
pled neural networks (PCNN) fusion rule is exploited to fuse the low frequency coefficients. Random
Gaussian matrix is used to encode and measure. The fused image is reconstructed via Compressive
Sampling Matched Pursuit algorithm (CoSaMP). To show the efficiency of the proposed approach, several
comparative experiments are conducted. The results reveal that the proposed approach achieves better
fused image quality than the existing state-of-the-art methods. Furthermore, the novel fusion approach
has the superiority of high stability, good flexibility and low time consumption.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Medical image processing attracts much attention in modern
diagnostic and health-care over the past decade. The ultimate
aim of medical image fusion is to fuse the complementary informa-
tion from multimodal medical images to acquire a high-quality
image. It is widely utilized in biomedical research and clinical
diagnosis for doctors. Medical images have many kinds of species
with respective application boundaries, including computed
tomography (CT), magnetic resonance imaging (MRI), magnetic
resonance angiography (MRA), and positron emission tomography
(PET) images (He, Qin, Cao, & Lang, 2013; Parmar & Kher, 2012;
Parmar, Kher, & Thakkar, 2012). Anatomical information is sup-
plied by CT images, functional information is delivered by PET
images, and MRI images are superior in presenting the normal
and pathological soft tissue (Parmar & Kher, 2012; Parmar et al.,
2012; Li, Yang, & Hu, 2013; Li et al., 2011). Medical image process-
ing is concentrated on extracting significant information via
synthesizing multiple images in a scenario (Deserno, 2011; He
et al., 2013; Li et al., 2011; Parmar & Kher, 2012; Parmar et al.,
2012; Serikawa, Lu, & Li, 2013). With the complementary

information of CT and MRI images, fusion of CT and MRI images
can preserve much more edge and component information. It pro-
vides a high-quality fused image for doctors to give a more accu-
rate diagnosis. Fusion of multimodal medical images draws many
attention of experts and scholars around the word.

The process of fusing medical images into a unitary image with-
out introduction of distortion or loss of information is a promising
research issue. Accompanied by the growth demand of accurate
diagnosis from complementary information of multimodal medical
images, many medical image fusion approaches have been
exploited, including Intensity–Hue–Saturation (IHS) (Daneshvar &
Ghassemian, 2010; Pradhan, King, Younan, & Holcomb, 2006), Prin-
cipal Component Analysis (PCA) (Nirosha & Selin, 2012; Pradhan
et al., 2006), discrete wavelet transform (DWT) (Wan,
Canagarajah, & Aohim, 2009), Weighted Score Level Fusion (Sim,
Asmuni, Hassan, & Othman, 2014), Laplacian Pyramid (LP) (Burt
& Adelson, 1983; Tan, Huang, Tan, & He, 2013) and Synthetic Var-
iable Ratio (SVR) (Rahman & Csaplovics, 2007; Wang, Cao, & Chen,
2008) etc.

More recently, multi-scale transform methods have emerged as
a well developed yet rapidly expanding mathematical foundation
for multimodal medical image fusion. In order to improve the pre-
cision and performance of computer assisted diagnosis, an
approach utilizes different features of redundant discrete wavelet
transform, mutual information and entropy information to
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preserve edge and component information is proposed (Singh,
Vatsa, & Noore, 2009). To capture most relevant information from
multimodal medical images into a single output, the framelet
transform and two improved human visual system (HVS) are uti-
lized to enhance the performance of the fused image (Bhatnagar,
Jonathan Wu, & Liu, 2013). To derive useful information from mul-
timodality medical image data, many scholars discuss the appro-
priate scale representation in wavelet transform domain. Inspired
by these work, a multi-scale medical image fusion approach based
on DWT is proposed to capture all salient information into a single
fused image with low computation cost and storage space (Parmar
et al., 2012; Singh & Khare, 2013). The real valued wavelet trans-
forms have the limitations of shift sensitivity, lack of phase infor-
mation and poor directionality. Specific to these problems, an
improved wavelet transform, Daubechies complex wavelet trans-
form, is proposed (Singh & Khare, 2014). As a new multi-resolution
analysis tool, a multimodal medical image fusion scheme based on
extended contourlet transforms is presented and novel fusion rules
are utilized to achieve better fused image quality (Serikawa et al.,
2013). The general fusion approach for multimodal medical images
is shown in Fig. 1 (Bhatnagar et al., 2013; Serikawa et al., 2013;
Singh & Khare, 2013,2014; Stathaki, 2008; Tan et al., 2013; Wan
et al., 2009). In the conventional fusion approach, the CT and MRI
images are decomposed via multi-scale geometric transform. The
decomposition coefficients are fused by utilizing one fusion rule.
The fused medical image is acquired by the corresponding multi-
scale inverse transform. However, in the real practice applications,
an increasing number of multimodal medical sources images loads
to the problem of information overload in modern diagnostic and
health-care. Furthermore, the selection of the proper level of
multi-scale geometric transform to approximate the sources gen-
erally depends on the priori knowledge of the source images. The
ill-suited threshold may lead to the problems of poor fidelity and
blocking artifacts.

The principle of compressive sensing (CS) can accurately recon-
struct the sparse image at a lower sampling rate than at the
Nyquist rate. The sparsity of multimodal medical images in the
transformation domain is the only constrained priori information.
Fortunately, almost all the two-dimensional signals are sparsity
under certain transforms. Inspired by this work, many CS-based
image fusion methods for medical images have been proposed
with the superiority of low sampling ratio and low computation
complexity. Experts and scholars pay close attention to the
CS-based multimodal medical image fusion scheme. Paper Han
et al. (2010) propose a novel fusion approach based on compres-
sive sensing and Discrete Cosine Transform (DCT) sampling model
to preserves much richer texture information of the source images.
Recently, paper Wan and Qin (2010) verify the sampling of multi-
modal source images without assuming any prior information to

regard the applicability of CS to image fusion. It also discusses
the properties of compressive sensing under different sampling
patterns. Furthermore, the experimental results demonstrate that
it achieves the promising performance. However, it loses spatial
information due to the randomness of measurement matrix. Since
the sensors can observe related phenomena, the ensemble of sig-
nals is expected to extract and separate some joint structure, or
possess the correlation. Inspired by this work, a novel joint sparse
representation-based image fusion method is proposed, which can
overcome the drawback of the weighted fusion rule and achieve
better fusion performance (Yu, Qiu, Bi, & Wang, 2011). Although
these CS-based methods have achieved good results, there are
two main limitations in the medical image processing domain.
Firstly, high reconstruction error may be generated due to the ran-
domness of measurement matrix. It is related with the number of
the sensing measurements and the measurement matrix
consistency. Given this, fusing the sensing measurements after
non-adaptive linear projection can not achieve the promising per-
formance. Secondly, the sparse coefficients decomposed by various
multi-scale transforms contain different properties. Applying sin-
gle fusion rule to fuse both high and low frequency information
is difficult to approximate all the coefficients. It may result in the
problems of blocking artifacts and poor fidelity. In addition, in
some papers, although two proper fusion rules are used to fuse
the sparse coefficients, these algorithms fuse high frequency
information after linear projection as usual. It may lead to blur
problems and the loss of spatial information.

In this paper, a multimodal medical image fusion approach
based on compressive sensing specific to the mentioned crucial
limitations is presented. Firstly, the sparse coefficients are directly
fused before measured by the measurement matrix. It can greatly
reduce the reconstruction error. Secondly, an improved average-
gradient-based fusion rule is used to fuse the high frequency infor-
mation; while PCNN model is utilized to fuse the low frequency
information with the superiority of much closer to the mode of
human visual processing. By those steps, the proposed approach
can overcome the problems of blocking artifacts and poor fidelity.
In brief, the novel CS-based medical image fusion approach can
obtain a high-quality fused image by only fusing fewer non-zero
sparse coefficients with the property of real time. In the practice,
the computation complexity is greatly reduced and concurrently
the quality of the fused image is guaranteed. In our proposed
fusion approach, the sparse coefficients are obtained by DWT.
Then, an improved average-gradient-based fusion rule and PCNN
fusion rule are utilized to fuse the high and low frequency informa-
tion, respectively. Finally, Compressive Sampling Matching Pursuit
algorithm (CoSaMP) is used to reconstruct the fused image
accurately. The main contributions of this work can be illustrated
as follow:

Fig. 1. The general image fusion approach for multimodal medical images.
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