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a b s t r a c t

In this paper, genetic algorithm oriented latent semantic features (GALSF) are proposed to obtain better
representation of documents in text classification. The proposed approach consists of feature selection
and feature transformation stages. The first stage is carried out using the state-of-the-art filter-based
methods. The second stage employs latent semantic indexing (LSI) empowered by genetic algorithm such
that a better projection is attained using appropriate singular vectors, which are not limited to the ones
corresponding to the largest singular values, unlike standard LSI approach. In this way, the singular vec-
tors with small singular values may also be used for projection whereas the vectors with large singular
values may be eliminated as well to obtain better discrimination. Experimental results demonstrate that
GALSF outperforms both LSI and filter-based feature selection methods on benchmark datasets for vari-
ous feature dimensions.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

The goal of text classification, or categorization, is to classify
texts of interest into appropriate classes. Along with the increase
in the number of electronic documents, text classification has
received more attention to be able to organize these documents
appropriately. A conventional text classification framework mainly
consists of feature extraction, feature selection and classification
stages.

Feature extraction stage simply extracts numerical information
from raw text documents. For this purpose, most of the studies use
bag-of-words technique (Joachims, 1997) to represent a document
such that the order of terms within the document is ignored but
frequencies of the terms are considered. Hence, each unique term
in a document collection constitutes an individual feature. Conse-
quently, a document is represented by a multi-dimensional feature
vector, i.e. vector space model (Salton, Wong, & Yang, 1975). In a
feature vector, each dimension corresponds to a weighted value
(e.g., term frequency (TF), term frequency-inverse document fre-
quency (TF-IDF) (Manning, Raghavan, & Schutze, 2008) of the
regarding term within the document collection.

At the end of the feature extraction stage, hundreds or even
thousands of features are obtained depending on the size of the

document collection. Excessive numbers of features not only
increase computational time but also degrade classification accu-
racy. Therefore, dealing with high dimensionality of the feature
space is one of the most critical issues in text classification. Various
feature selection methods are usually employed to overcome this
issue. Feature selection methods can be divided mainly into three
categories: filter, wrapper and embedded (Uysal & Gunal, 2012).
Filters evaluate feature relevancies using a scoring scheme that is
independent from any classifier (Guyon & Elisseeff, 2003). Filters
are computationally fast; but, they usually do not consider feature
dependencies. On the other hand, wrappers assess features using a
classification and search algorithm (Gunal, Gerek, Ece, & Edizkan,
2009; Kohavi & John, 1997). Wrapper techniques take feature
dependencies into consideration, offer interaction between feature
subset search and choice of the classifier; however, they are much
slower than the filters. Alternatively, embedded feature selection
methods integrate feature selection into the training phase of clas-
sifier. Hence, these methods are specific to the utilized learning
model just like the wrappers (Guyon & Elisseeff, 2003; Saeys,
Inza, & Larranaga, 2007). While all these three methods can be
applied separately (Guyon & Elisseeff, 2003; Montanes, Quevedo,
& Diaz, 2003; Ogura, Amano, & Kondo, 2009; Uysal & Gunal,
2012; Yan, Zheng, Zhu, & Xiao, 2009; Yang & Pedersen, 1997), there
also exist several studies combining the filters and wrappers
(Gunal, 2012; Uguz, 2011).

As an alternative to feature selection, feature transformation
approaches are also used to reduce feature dimension. However,
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these approaches project the original feature space into a new
lower-dimensional subspace rather than selecting from the origi-
nal set of features. Although there exist many feature transforma-
tion methods, majority of the text classification studies prefer
latent semantic indexing (LSI) due to its proven performance
(Meng, Lin, & Yu, 2011; Thorleuchter & Van den Poel, 2013;
Wang, Xu, Li, & Craswell, 2013; Wang & Yu, 2009; Yang, Sun,
Sun, Cao, & Zheng, 2009; Yu, Xu, & Li, 2008; Zhang, Yoshida, &
Tang, 2011). The underlying idea in LSI is to obtain the projection
directions (i.e., singular vectors, eigenvectors, or principal compo-
nents) providing the largest variations (i.e., largest singular values,
or eigenvalues) based on singular value decomposition (SVD) or
principal component analysis (PCA) so that feature dimension is
greatly reduced while keeping the discriminative information
(Gud & Shatovska, 2009).

While either feature selection or feature transformation meth-
ods can be individually used for dimension reduction, combina-
tions of these methods are also possible. Moreover, these
combinations may provide even better performance. As an exam-
ple, a two-stage feature selection strategy consisting of various fea-
ture selection methods and LSI is proposed for text classification in
(Meng et al., 2011). In this work, feature selection methods are ini-
tially applied to obtain a discriminative subset of the original fea-
ture set. Then, LSI is used to transform the subset into a further
discriminative lower-dimensional set. Experimental results on
two spam e-mail datasets demonstrate that this two-stage method
performs better against the individual methods. In another exam-
ple, information gain-based feature selection method and PCA is
sequentially applied on multi-class text collections (Uguz, 2011).
Yet again, the combination of feature selection and transformation
further improves the classification performance.

Considering the feature transformation, there are also several
efforts projecting the data in a different way than that of LSI or
PCA. For instance, selection of the best subset of principal compo-
nents among all rather than using those with the largest eigen-
values are found as an efficient method to determine the optimal
multivariate regression model in (Barros & Rutledge, 1998). In a
recent study, principal component selection based on a genetic
algorithm is proposed for production performance estimation in
mineral processing (Ding, Zhao, Liu, & Chai, 2014). As another
example, a new framework that selects principal components effi-
ciently is constructed in (Zheng, Lai, & Yuen, 2005) for face recog-
nition task, and it is concluded that some smaller principal
components are useful whereas some larger ones can be removed
as well. Another transformation method, namely common vector
approach (CVA), also states that the directions corresponding to
the smallest eigenvalues rather than the largest ones may provide
more discrimination (Gulmezoglu, Dzhafarov, & Barkana, 2001;
Gunal & Edizkan, 2008).

Inspiring from the abovementioned approaches; in this paper,
genetic algorithm oriented latent semantic features (GALSF) are
proposed for text classification task. The proposed method consists
of two stages, namely feature selection and feature transformation.
The feature selection stage is carried out using the state-of-the-art
filter-based methods. The feature transformation stage employs LSI
empowered by genetic algorithm (GA) such that a better projection
is attained using appropriate singular vectors, which are not lim-
ited to the ones corresponding to the largest singular values, unlike
standard LSI approach. In this way, the singular vectors with small
singular values may also be used for projection whereas the vec-
tors with large singular values may be eliminated as well to obtain
better discrimination. Effectiveness of the proposed method is
comparatively evaluated against feature selection, and the
combination of feature selection and transformation on two-class
and multi-class text collections, namely Enron1, Ohsumed and
Reuters-21578. For all collections, GALSF surpasses the other

methods in terms of classification performance in almost all cases.
Moreover, it is proven that the singular vectors providing better
discrimination contain the ones corresponding not only to large but
also small singular values rather than the largest singular values alone.

Rest of the paper is organized as follows: feature selection
approaches used in the study are briefly described in Section 2.
Section 3 explains LSI. Some fundamental concepts about genetic
algorithms are provided in Section 4. Section 5 introduces the pro-
posed method. Section 6 presents the experimental study and
results. Finally, some concluding remarks are given in Section 7.

2. Feature selection

In this paper, two state-of-art filter methods are employed for
the feature selection task. These are namely distinguishing feature
selector (DFS) introduced by Uysal and Gunal (2012), and
well-known chi square (CHI2) method (Yang & Pedersen, 1997).
Mathematical backgrounds of these approaches are provided in
the following subsections.

2.1. DFS

DFS selects distinctive features while eliminating uninformative
ones considering the following term characteristics (Uysal & Gunal,
2012):

(i) A term frequently occurring in single class and not occurring
in the other classes is discriminative.

(ii) A term rarely occurring in single class and not occurring in
the other classes is irrelevant.

(iii) A term frequently occurring in all classes is irrelevant, too.
(iv) A term occurring in some of the classes is relatively

discriminative.

DFS score of a term in a given text collection is simply com-
puted as

DFSðtÞ ¼
XM

i¼1

PðCijtÞ
Pð�tjCiÞ þ Pðtj�CiÞ þ 1

; ð1Þ

where M is the number of classes, P(Ci|t) is the conditional probabil-
ity of class Ci given presence of term t, Pð�tjCiÞ is the conditional
probability of absence of term t given class Ci, and PðtjCiÞ is the con-
ditional probability of term t given all the classes except Ci. Once
DFS scores of all terms in the collection are obtained, the terms with
the top scores are selected while the others are filtered out.

2.2. CHI2

In statistics, the CHI2 test is used to examine independence of
two events (Uysal & Gunal, 2012). For the selection of text features,
these two events correspond to occurrence of particular term and
class, respectively. CHI2 information can be computed using

CHI2ðt;CÞ ¼
X

t2f0;1g

X

C2f0;1g

Nt;C � Et;Cð Þ2

Et;C
; ð2Þ

where N is the observed frequency and E is the expected frequency
for each state of term t and class C (Manning et al., 2008). CHI2 score
of a term is calculated for individual classes. This score can be glob-
alized over all classes in two ways. The first way is to compute the
weighted average score for all classes while the second one is to
choose the maximum score among all classes. In this work, the for-
mer approach is used as in

CHI2ðtÞ ¼
XM

i¼1

PðCiÞ:CHI2 ðt;CiÞ; ð3Þ

A.K. Uysal, S. Gunal / Expert Systems with Applications 41 (2014) 5938–5947 5939



Download English Version:

https://daneshyari.com/en/article/382900

Download Persian Version:

https://daneshyari.com/article/382900

Daneshyari.com

https://daneshyari.com/en/article/382900
https://daneshyari.com/article/382900
https://daneshyari.com

