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a b s t r a c t

This work proposes a new approach for the characterization of time series in databases (temporal
databases – TDB) for temporal analysis of clusters. For the characterization of time-series it were used
the level and trend components calculated through the Holt-Winters smoothing model. For the temporal
analysis of those clusters, it was used in a combined manner the AGNES (Agglomerative Hierarchical
Cluster) and PAM (Partition Clustering) techniques. For the application of this methodology an R-based
script for generating synthetic TDBs was developed. Our proposal allows the evaluation of the clusters,
both in the object movement such as in the appearance or disappearance of clusters. The model chosen
to characterize the time-series is adequate because it can be applied for short periods of time in situations
where changes should be promptly detected for quick decision making.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

It is currently observed an accelerated growth in data storage
capacity. This increase has allowed the registration of data for long
periods of time introducing a temporal character in it. It is then
passed to handle huge volumes of historical data that should be
exploited in the temporal point of view for a better understanding
of a problem. This is also a characteristic scenario in Big Data.

Within this context there was an extension of conventional data
mining for Temporal Data Mining (TDM), which in essence is based
on mining of sequential data. According to Roddick and
Spiliopoulou (2002), TDM brought the ability to mine activities
and trajectories more than simply defined states or moments of
time. TDM makes the extracted knowledge more complete.

Among the initial studies of manipulation of historical time ser-
ies, the work of Last, Klein, Kandel, and Abraham (2001) stands as
an important contribution to present a methodology for the appli-
cation of data mining in time series. This methodology suggests
that the conventional steps of a data mining process, applied to a
database containing data collected over a particular time or time

interval, called by many authors as a static database, were restruc-
tured for data mining on a temporal database (TDB).

As exposed previously, the need arises for algorithms, tech-
niques, procedures and methods for data mining capable of dealing
with temporal information. The conventional mining algorithms
need to be adapted to treat temporal databases, or temporal data
needs to be pre-processed and converted into ‘‘frozen’’ or summa-
rized point values for an instant of time ‘t’ before the application of
conventional data mining techniques.

With the growing interest of the scientific community in recog-
nition of the time value of data, several studies from TDM have
emerged addressing not only the sequential ordering of data, but
the time value itself contained in the historical data.

The work of Lin, Orgun, and Williams (2002) provides a simpli-
fied view of the TDM process and foundations to manipulate tem-
poral data. The authors discuss the two fundamental problems of
TDM which are to calculate the similarity between time series
and the identification of periodicities in historical data. At the
end, a challenge was launched for the search for a general theory
for TDM which would represent a milestone in this area, since
the work has not previously had an established theoretical founda-
tion. In Last, Kandel, and Bunke (2004), the authors presented an
important contribution to structuring the area containing an over-
view of relevant articles that present proposals for the biggest
challenges of TDM. From this work, new categorizations arise
where researchers eventually end up inducing the appearance of
subareas within the TDM.
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On the other hand, in mining works of time series using cluster-
ing techniques is possible to observe the emphasis in the discus-
sion of the best way to calculate similarity/dissimilarity
measures. Approaches that generalize this issue are still under dis-
cussion, and the conclusion that most of the studies reached is that
this choice depends on the domain and the database structure
(Liao, 2005).

As contextualized previously, when clustering techniques are
applied on the TDB, the main aspect to be considered is the char-
acterization of the series and therefore it is necessary to extract
features that represent the essence of a series. The best measures
for the characterization of a series are extracted from structures
present in a generalized model of a time series, which is essen-
tially made up of the following components: level, trend, season-
ality and periodicity. This study contributes in this direction
presenting a methodology for clustering time series by temporal
windows through the characterization of the series, based on the
structural components of a generalized model, in this paper the
Holt-Winters model. This model is easy to understand, has low
computational cost, it is applicable in series with few observations
and it allows the adjustment of the values of the smoothing con-
stants for each component in the model, making it a flexible
model. It is important to note that the ability of this model to deal
with a few observations allows the selection of temporal windows
with lower amplitudes, restricted to a minimum of three observa-
tions necessary to adjust the model. This is a useful feature when
one wishes to apply this model in a historical data that is still rel-
atively small and when there is a need to obtain information for
decision making.

In this work the similarity shall be based on the characteristics
(level and trend) extracted from each series so far from Holt-
Winters model. With this, it is possible to understand the dynamics
of moving objects and clusters over time, providing subsidies for
explanation and prediction of behaviors and phenomena.

Due to the lack of real databases that are complete and compre-
hensive that allow analysis of proposal, a generator for a synthetic
multivariate TDB was built. The generator allows the setting of the
number of attributes in the database, how many observation
points in time and how many records will be considered. For the
generation of the synthetic database, the R1 environment was used.

This paper is organized as follows: in Section 2 a brief review of
the literature about TDM is presented; in Section 3, the formaliza-
tion of our proposal and the problem of characterization of series
are presented; Section 4, shows how the time series generator used
to evaluate the proposal was developed; in Section 5, simulation
results are presented and discussed; in Section 6, the final com-
ments and conclusions are presented.

2. A brief review of the literature

As it can be observed through the extensive literature, the dis-
cussion of methodologies for handling temporal data is a latent
area of research and with a strong tendency of growth especially
motivated by new paradigms and trends in Big Data. Among con-
tributions more recent one can cite: Xiong and Yeung (2004),
Liao (2005), Gardner and Diaz-Saiz (2008), Zhang, Chen, Brijs,
and Zhang (2008), Böttcher, Spott, Nauck, and Kruse (2009),
Gullo, Ponti, Tagarelli, and Greco (2009).

In Roddick and Spiliopoulou (2002), the authors proposed tax-
onomy for TDM considering three dimensions: (i) the type of data;
(ii) the ordering of the data; and (iii) the mining paradigm used. As
for the type data dimension, three divisions were considered: (a)

approaches that deal with scalar values; (b) approaches that deal
with events; (c) approaches that deal with mining results. The lat-
ter one also called mining high-order (Roddick, Spiliopoulou, Lister,
& Ceglar, 2008) is considered by the authors as a challenge in the
TDM. To the dimension corresponding to the ordering of the data
(ii), two divisions were defined: (a) works dealing with temporally
ordered data and (b) works that deal with data where there is no
sort order. For the mining paradigm dimension (iii), two divisions
were created: (a) work for discovering temporal association rules
(Zhang et al., 2008); and (b) work classification which may be
supervised or unsupervised, the latter one corresponding to the
clustering technique (Böttcher et al., 2009).

Considering the taxonomy presented by Roddick and
Spiliopoulou (2002) this work is inserted in the categories type data
(i) ‘mining result’ (c), and in the mining paradigm (iii) – ‘classification
work’ (b). In this paper, a methodology to monitor the evolution of
cluster models and their objects, after the application of an unsuper-
vised classification on a TDB from a characterization of the time ser-
ies, via Holt-Winters smoothing model (Gardner & Diaz-Saiz, 2008;
Winters, 1960), that make up the database is proposed.

In Liao (2005) the author has reviewed the methodologies
applied in the cluster analysis over time series. Most methodolo-
gies are restricted to a univariable time series, and the difference
between them is how to calculate the similarity/dissimilarity mea-
sure between series, which depends on the type (regular and irreg-
ular) and the specific characteristics of TDB.

The approaches raised by Liao (2005) were organized into three
categories: (1) cluster analysis applied directly to the TDB, with
some modifications in conventional data mining algorithms; (2)
cluster analysis on features extracted from the time series (Gullo
et al., 2009); and (3) cluster analysis based on models built from
the TDB (Xiong & Yeung, 2004). In the first category, it proposes a
direct manipulation of the original data, resulting in a very high
computational cost in implementing TDM techniques. In the third
category, the proposal was to use information models (coefficients,
residue, etc.), which is not very consistent since these coefficients
have no direct relation with the problem domain. Many of these fac-
tors are merely adjustments of the models for the historical data.
Among the three categories the second, which covers the applica-
tions of cluster analysis based on features extracted from the time
series, are the most interesting, because with the data synthesis, it
is possible to gain in computational cost and if well chosen, these
extracted features can correctly represent the information con-
tained in the TDB. For example, in Gullo et al. (2009) the authors pro-
pose a representation of time series based on dynamic time warping
(DTW). The new approach permits to capture the main trends of
time series and data compress, which can be used for similarity
detection of time series. DTW is a method that searches an optimal
match between two given sequences which may vary in time or
speed. Other alternative ways of dealing with the problem of com-
putational cost in processing a TDB consist in the use of techniques
to reduce the dimensionality. Amongst the most relevant works
Wang, Wirth, and Wang (2007), Wang and Megalooikonoumou
(2008) and Al-Naymat and Taheri (2008) can be mentioned.

3. Characterization of time-series for temporal evolution of
clusters

Fig. 1 illustrates the proposal of this work. Consider a multivar-
iate TDB containing records that contain variables (attributes)
expressed through temporal series. Then it is possible to character-
ize these series extracting the level and trend components and
applying a clustering technique chosen for two time intervals,
Window 1 and Window 2. Each point on the graph represents a
record of the database shown for example through the first two1 www.r-project.org.br.

A.P. Serra, L.E. Zárate / Expert Systems with Applications 42 (2015) 596–611 597

http://www.r-project.org.br


Download English Version:

https://daneshyari.com/en/article/382962

Download Persian Version:

https://daneshyari.com/article/382962

Daneshyari.com

https://daneshyari.com/en/article/382962
https://daneshyari.com/article/382962
https://daneshyari.com

