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a b s t r a c t

This paper focuses on the development of a pre-processing module to generate the latent residuals for
sensor fault diagnosis in a doubly fed induction generator of a wind turbine. The pre-processing module
bridges a gap between the residual generation and decision modules. The inputs of the pre-processing
module are batches of residuals generated by a combined set of observers that are robust to operating
point changes. The outputs of the pre-processing module are the latent residuals which are progressively
fed into the decision module, a dynamic weighting ensemble of fault classifiers that incrementally learns
the residuals-faults relationships and dynamically classifies the faults including multiple new classes.

The pre-processing module consists of the Wold cross-validation algorithm along with the non-linear
iterative partial least squares (NIPALS) that projects the residual to the new feature space, extracts the
latent information among the residuals and estimates the optimal number of principal components to
form the latent residuals. Simulation results confirm the effectiveness of this approach, even in the
incomplete scenarios, i.e., the missing data in the batches of generated residuals due to sensor failures.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

The doubly fed induction generator (DFIG) is one of the most
widely used classes of induction machines in the megawatt-class
wind turbines (Hansen & Michalke, 2007). The DFIGs have shown
a good performance in normal operation, but they are quite sensi-
tive to particular classes of faults. The rate of failures in the sensors
and the generator of wind turbines are reported to be approxi-
mately 14.1% and 5.5% of the total number of failures, that cause
5.4% and 8.9% of the system downtime (Ribrant & Bertling, 2007).

The sensor fault detection and isolation in the DFIGs has an
important role to guarantee the safe and reliable operation of wind
turbines. Since monitoring the generator entails processing the cur-
rent and voltage sensor measurements, the first step is devoted to
sensor fault diagnosis, which has been addressed in recent works
(Boulkroune, Galvez-Carrillo, & Kinnaert, 2010; Galvez-Carrillo
& Kinnaert, 2010).

Fault diagnosis can be performed in two major steps. Firstly,
several signals, so-called residuals, reflecting faults in the process
behavior, are generated. In the second step, the residuals are eval-
uated for decision making, to determine the time and the location
of potential faults (Razavi-Far, Davilu, Palade, & Lucas, 2009a,
2009b).

Multiple observers schemes were developed in Boulkroune
et al. (2010) and Galvez-Carrillo and Kinnaert (2010) to generate
residuals associated to stator voltage and current sensors, as well
as rotor sensors, respectively. These multiple observers were inte-
grated in Razavi-Far and Kinnaert (2012, 2013) to reveal the
mutual effects of the faults in each type of sensors on the residuals
associated to another sensor type. This coupling prevented to
develop a decision system by basic combination of the previously
developed decision systems for each class of sensors. Thus, an
effective classification technique has been used to design a suitable
decision system in Razavi-Far and Kinnaert (2012, 2013).

The problem of fault classification can be tackled resorting to
computational intelligence techniques. However, these approaches
are usually based on time-series data of various signals in static
environments (Razavi-Far, Davilu, Palade, & Lucas, 2009b). On the
contrary, in dynamic environments, an incremental learning
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strategy is needed to update the decision system for fault classifi-
cation. This has been done by resorting to ensemble of fault classi-
fiers (Baraldi, Razavi-Far, & Zio, 2011b). In Baraldi, Razavi-Far, and
Zio (2011a), a bagged ensemble of Fuzzy C-Means (FCM) classifiers
was used for fault classification and its confidence for decision
making has been studied in Baraldi, Razavi-Far, and Zio (2010).

The incrementally trained ensemble of classifiers in Baraldi
et al. (2011b) can learn the new relations between the upcoming
signals, while keeping the previously trained classifiers to preserve
the existing knowledge. Albeit this has been successfully applied
for decision making and fault classification in changing operating
conditions (Baraldi et al., 2011b), the situation becomes more com-
plicated when the datasets collected in subsequent installments
have patterns of new classes of faults that were not included in
previous datasets. Consequently, the base classifiers of the ensem-
ble are doomed to misclassify patterns from faulty classes on
which they were not trained.

The problem of new class fault diagnosis was firstly tackled by
resorting to dynamic weighting ensembles (Razavi-Far, Baraldi, &
Zio, 2012a), where a dynamic weighting ensembles algorithm
was adopted for fault diagnosis in the feedwater system of a boil-
ing water reactor (BWR). The algorithm is particularly developed
for incremental learning of multiple new concept classes of faults.
The detection of unseen classes in subsequent data was based on
thresholding the normalized weighted average of the outputs
(NWAO) of the base classifiers in the ensemble (Razavi-Far et al.,
2012a, Razavi-Far, Baraldi, & Zio, 2012b).

Here a multiple observer scheme is used for residual generation,
while for residual evaluation a dynamic weighting ensemble of
classifiers is used. In the first step, a bank of observers generates
a set of residuals that are robust to operating point changes. A
so-called signal-based approach is used for residual generation of
the stator current and voltage sensors, while two-stage filters
exploiting the DFIG model and the balanced signal model are
used for residual generation of the rotor currents, the same as in
Razavi-Far and Kinnaert (2012, 2013).

In the second step, the pre-processed residuals are progres-
sively fed into the dynamic weighting ensembles for fault classifi-
cation. The algorithm incrementally learns the relation between
projected residuals and faults, and dynamically classifies the faults
including multiple new classes.

In Razavi-Far and Kinnaert (2012, 2013), prior to fault classifica-
tion, the generated residuals (ri = r1; r2; . . . ; r9) were resampled (i.e.,
down-sampled) in the processing module and then forwarded to
the fault classifier, i.e., the ‘second step’. Each residual contains
two vectors that form 18 features for the dynamic weighting
ensemble of fault classifiers. The dynamic weighting ensemble of
fault classifiers mapped these 18 features to 10 possible classes.
These classes include the normal state ‘ff or fault-free’ and 9 classes
of faults (fi=f1; f2; . . . ; f9). The first three faults are sensor faults in
the stator voltage at phase ða; b; cÞ. Other faults correspond to sen-
sor faults in stator and rotor currents at phase ða; b; cÞ, respectively.
In the preceding works (Razavi-Far & Kinnaert, 2012, 2013), it was
shown that the decision module of the diagnostic system can iso-
late all classes with respect to the unavailability of patterns from
all faulty classes during the training (i.e., new faults became avail-
able dynamically in the course of time). The major focus was on
detection and isolation of additive step-like faults, but additive
drift-like faults were taken into account as well.

The generated residuals by multiple observers contain redun-
dant or irrelevant residual vectors (i.e., features) that can degrade
the fault classification performance. The pre-processing module
in Razavi-Far and Kinnaert (2012, 2013) only resamples (i.e.,
down-samples) the residual vectors, which is a pattern-wise
process.

To improve the fault classification performance, a pre-processing
of the features is necessary. Feature selection is a task of
pre-processing the data to select a subset of features. Feature
extraction generates new features (e.g., latent residuals) from func-
tions of the original features (i.e., generated residuals by multiple
observers). This can improve the fault classification performance
by improving the model interpretability, reducing overtraining,
enhancing the generalization capability and shortening the training
times.

The feature selection methods can be divided into three main
categories: wrappers, filters and embedded methods (Guyon &
Elisseeff, 2003). There exist different methods for feature extrac-
tion, such as those presented in Vong and Wong (2011), Vong,
Wong, and Ip (2013) and Bruzzese (2014).

Moreover, the fault classifiers of the diagnostic system, like any
other type of classifiers, fail to classify the incomplete patterns (i.e.,
containing some missing features). Thus, it is necessary to discard
or impute the patterns with missing data/features before sending
to the dynamic weighting ensemble. In the first case, the fault clas-
sification module cannot classify the fault for the missing patterns
and the final decision is in question. In the latter case, the missing
data are imputed in advance and, thus, the missing patterns can
also be classified. There exists different number of missing data
imputation techniques (Gheyas & Smith, 2010; Rassler, Rubin, &
Zell, 2013). Although, these methods can impute the missing data,
the outcome is the completed dataset that needs further pre-
processing to reduce the size of features. This can be computation-
ally expensive, and not feasible for online monitoring and
diagnostic applications. Therefore, here a non-linear iterative par-
tial least squares (NIPALS) algorithm along with the Wold cross-
validation (Wold, 1978) has been used for pre-processing. This
algorithm is fast and suitable for online application, it extracts
the latent variables (i.e., latent residuals) from the residual data-
sets, and it handles the missing data.

This paper aims to study the residuals and focus on the pre-
processing module to provide more informative features of smaller
size for fault classification. An efficient way to process the gener-
ated residuals is developed in order to extract latent information
among residuals and provide informative features for the decision
module of the diagnostic system. This is done by resorting to the
principal component analysis (PCA), a popular data analysis
technique.

The contribution of this work is in developing a non-linear iter-
ative partial least squares (NIPALS) algorithm along with a
dynamic weighting ensemble, for residual evaluation and new
class fault diagnosis in dynamic environments. This algorithm is
capable of reducing the number of the generated residuals, which
incrementally become available, and projecting them onto the new
feature space of smaller size, by extracting the latent information.
The projected latent residuals allow faster incremental update of
the ensemble of fault classifiers and improve the classification
accuracy of some of the faults, while incomplete batches of resid-
uals become available. The proposed classification scheme is vali-
dated on the problem of early diagnosis of new class faults in the
sensors of a DFIG.

The rest of this paper is organized as follows. Section 2 describes
briefly the system and presents the fault diagnostic scheme with a
focus on the pre-processing module. Section 3 presents the NIPALS
algorithm for the dimensional reduction of incomplete data. Next,
the Wold cross-validation algorithm is used along with the NIPALS
algorithm to estimate the number of principal components and
extract the latent residuals. In Section 4, an application to the sen-
sors of DFIG-based wind turbines is presented. First, the generated
batch of residuals by multiple-observers are processed by the Wold
cross-validation along with the NIPALS algorithm to form the latent
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