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Abstract

In building an approximate fuzzy classifier system, significant effort is laid on estimation and fine-tuning of fuzzy sets. However, in
such systems little thought is given to the way in which membership functions are combined within fuzzy rules. In this paper, a robust
method, improved fuzzy classifier functions (IFCF) design is proposed for two-class pattern recognition problems. A supervised hybrid
improved fuzzy clustering for classification (IFC-C) algorithm is implemented for structure identification. IFC-C algorithm is based on a
dual optimization method, which yields simultaneous estimates of the parameters of c-classification functions together with fuzzy c par-
titioning of dataset based on a distance measure. The merit of novel IFCF is that the information on natural grouping of data samples
i.e., the membership values, are utilized as additional predictors of each fuzzy classifier function to improve accuracy of system model.
Improved fuzzy classifier functions are approximated using statistical and soft computing approaches. A new semi-non-parametric infer-
ence mechanism is implemented for reasoning. The experimental results of the new modeling approach indicate that the new IFCF is a
promising method for two-class pattern recognition problems.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Fuzzy pattern recognition is often identified with fuzzy
clustering or with fuzzy IF. . .THEN rule base systems that
are used as classifiers, which yield a class label (crisp or
soft) for each given pattern. This paper adopts a similar
approach, but replaces the fuzzy rule base systems with
novel improved fuzzy classifier functions.

Several fuzzy system modeling approaches have been
proposed to understand the system behavior and applied
on different problem domains of information processing.
In traditional methods of Fuzzy System Models (FSMs)
expert knowledge has been used to define the linguistic

properties of given system. However, these methods have
issues of subjectivity and lack of generalization. In order
to overcome some of the latter issues, modeling strategies
(Kilic, Sproule, Türks�en, & Naranjo, 2002; Kim, Park,
Kim, & Park, 1998; Nakanishi, Türks�en, & Sugeno,
1993; Sugeno & Yasukawa, 1993; Uncu & Türks�en,
2004) that are more objective are developed and expert
intervention is minimized. In these approaches, fuzzy sets
are learnt from a given dataset through optimization algo-
rithms, e.g., fuzzy clustering, and they are based on either
projection of the output clusters onto input spaces or pro-
jection of input–output clusters onto input and output
spaces separately. Additionally, some self-tuning hybrid
algorithms have been proposed such as fuzzy-neural net-
works (Ishibuchi, Murata, & Türks�en, 1997; Wang &
Lee, 2002), or genetic algorithms (Chien, Lin, & Hong,
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2002), for optimization of the parameters of the member-
ship functions and fuzzy rules.

FSMs based on fuzzy rule bases (FRB) (if-then rules)
have some challenges (Türks�en & Celikyılmaz, 2006) with
varying degree of uncertainties; identification of member-
ship functions, most suitable combination operator and
operations, e.g., t-norm or t-conorm, conjunction, defuzz-
ification, and implication operators to capture the uncer-
tainty associated with the linguistic ‘‘AND”, ‘‘OR”, and
‘‘IMP” for the representation of rules, as well as reasoning
with them. Hence, to overcome these challenges, in this
work we develop an improved fuzzy classifier functions
(IFCF) approach to estimate decision boundaries, which
does not require construction of if-then rules. The pro-
posed approach, based on the foundation of our previous
novel ‘‘Fuzzy Functions” approaches for regression prob-
lems (Celikyilmaz et al., 2007; Türks�en & Celikyılmaz,
2006; Türks�en, 2007), is an alternative system modeling
methodology to Fuzzy Classifiers with FRBs (Castellano,
Fanelli, & Mencor, 2004; Chen & Chen, 2006; Ishibuchi
et al., 1997; Setnes & Babuska, 1999) etc.

The new IFCF implements an updated form of
improved fuzzy clustering (IFC) algorithm, namely,
‘‘improved fuzzy clustering for classification” (IFC-C), spe-
cific to two-class pattern recognition problems, to cluster
data into several overlapping clusters, each of which is used
to define a separate decision surface. Earlier, IFC (Celikyil-
maz et al., 2007) algorithm was proposed to find improved
membership values for regression problems. IFC-C elicits
membership values with a new membership value calcula-
tion equation through combination of fuzzy c-means clus-
tering algorithm and a classification algorithm within one
clustering schema and forms a dual structure-clustering
algorithm. Herein, the objective of IFC-C algorithm is to
identify the hidden patterns, as well as to find ‘‘improved”

membership values, which are good predictors of fuzzy
classifier functions of each cluster. One of the merits of
our approach, being robust and constructing high perfor-
mance fuzzy classifier models aside, is that during structure
identification, similarity of the objects is enhanced with
additional fuzzy identifiers, i.e., the membership values,
by utilizing them as additional input variables. With this
approach, the classifier employs valuable information,
which in turn ‘‘improves” accuracy of the whole classifier
model.

For the last few years, there have been increasing inter-
ests in fuzzy logic systems to improve the performance of
fuzzy learning algorithms by incorporating tools well-
known from statistical learning theory. For instance, new
approaches to SVM algorithm in Hong and Hwang
(2003), Wang, Wang, and Lai (2005) incorporate member-
ship values as additional weight parameters. In Leski
(2006) fuzzy logic is incorporated into SVM in terms of
identifying a linguistic kernel matrix. Herein, motivated
by the above-mentioned methods, implementation of
SVM to approximate fuzzy classification function parame-
ters of each granule (cluster) is the interest of this work.

This paper is organized as follows: in Section 2, we will
review two classification algorithms. They will be later used
as parts of learning process of proposed fuzzy classifier
function approach. In Section 3, we present hybrid struc-
ture IFC-C for pattern recognition domains, the extended
version of earlier IFC method (Celikyilmaz et al., 2007).
In Section 4, we present learning and inference mechanisms
that will be used for reasoning. In Section 5, we present
simulation results of models using benchmark datasets
and a discussion of fuzzy modeling of an early failure
warning system for selected Turkish banks, and finally,
conclusions will be drawn in Section 6.

2. Classification algorithms

Proposed improved fuzzy classification design of this
work uses posterior probabilities of training data vectors
for reasoning. Among many techniques, we have chosen
to apply a rather non-complex classifier and a sophisticated
non-linear classifier to approximate classifiers and to esti-
mate posterior probabilities at granular level. Hence, in this
section we will shortly review these well-known classifiers
and calculation of posterior probabilities of given instances
with them.

2.1. Posterior probabilities from logistic regression (LR)

Given training dataset of nd data points, X = {(xk,yk),
k = 1, . . . ,nd}, where xk represents input data vectors of
nv features, xk ¼ ðxk;1; . . . ; xk;nvÞt 2 X # Rnv, and class
labels yk 2 {0,1} 2 Y, logistic regression function tries to
estimate the probability P(y = 1jx) of y = 1 with the fol-
lowing formula:bP ðyk ¼ 1 j xkÞ ¼ 1=ð1þ expð�ðw0 þ wT xkÞÞÞ; ð1Þ
where w is the parameter vector, w0 refers to the intercept,
and xk 2 RN is nv dimensional input data vector,
P(y = 0jx) = 1 � P(y = 1jx). Parameters, w and w0 are esti-
mated using maximum likelihood formula.

2.2. Posterior probabilities with support vector machines

(SVM) for binary classification problems

SVM (Vapnik, 1998) is originally designed to estimate a
classifier function, f:Rnv ! {0, 1} by maximizing the mar-
gin between the nearest samples of opposite classes. Let
x0 be a test sample. The following decision surface:

ŷ0 ¼ signðf ðx0ÞÞ ¼ signðwT x0 þ bÞ

¼ sign
Xnd

k

bkykKðxk; x0Þ þ b

 !
ð2Þ

is used to assign x0 a class label depending on the sign of
f(x0). So, when f (x0) > 0, x0 gets a positive label, and vice
versa. K(.) is the kernel function used to map original data
vector onto a higher dimensional space, either linearly or
non-linearly. In this paper, we analyzed three different
kernel functions: linear: Kðxk; xjÞ ¼ xT

k xj, polynomial:
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