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a b s t r a c t

Applying quantitative models for forecasting and assisting investment decision making has become more
indispensable in business practices than ever before. Improving forecasting especially time series fore-
casting accuracy is an important yet often difficult task facing forecasters. Both theoretical and empirical
findings have indicated that integration of different models can be an effective way of improving upon
their predictive performance, especially when the models in the ensemble are quite different. In the lit-
erature, several hybrid techniques have been proposed by combining different time series models
together, in order to overcome the deficiencies of single models and yield hybrid models that are more
accurate. In this paper, in contrast of the traditional hybrid models, a new methodology is proposed in
order to construct a new class of hybrid models using a time series model as basis model and a classifier.
As classifiers cannot be lonely applied as forecasting model for continuous problems, in the first stage of
the proposed model, a forecasting model is used as basis model. Then, the estimated values of the basis
model are modified in the second stage, based on the distinguished trend of the residuals of the basis
model and the optimum step length, which are respectively calculated by a classifier model and a math-
ematical programming model. Empirical results with three well-known real data sets indicate that the
proposed model can be an effective way in order to construct a more accurate hybrid model than its basis
time series model. Therefore, it can be used as an appropriate alternative model for forecasting tasks,
especially when higher forecasting accuracy is needed.

� 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Applying quantitative methods for forecasting and assisting
investment decision making has become more indispensable in
business practices than ever before. Time series forecasting is
one of the most important quantitative models in which historical
observations of the same variable are collected and analyzed to de-
velop a model that captures the underlying data generating pro-
cess. Then the model is used to predict the future. This modeling
approach is particularly useful when little knowledge is available
on the underlying data generating process or when there is no sat-
isfactory explanatory model that relates the prediction variable to
other explanatory variables. Over the past several decades, much
effort has been devoted to the development and improvement of
time series forecasting models (Zhang, Patuwo, & Hu, 1998).

Combining several models or using hybrid models can be an
effective way to overcome the limitations of each components
model and improve forecasting performance. Theoretical as well
empirical evidences in the literature suggest that by using dissim-
ilar models or models that disagree each other strongly, the hybrid
model will have lower generalization variance or error. In

combined models, the aim is to reduce the risk of using an inappro-
priate model by combining several models to reduce the risk of
failure and obtain results that are more accurate (Hibon & Evge-
niou, 2005). Typically, this is done because the underlying process
cannot easily be determined. The motivation for using hybrid mod-
els comes from the assumption that either one cannot identify the
true data generating process or that a single model may not be to-
tally sufficient to identify all the characteristics of the time series
(Terui & van Dijk, 2002).

In the literature, different combination techniques have been
proposed in order to overcome the deficiencies of single models
and to improve forecasting performance. The difference between
these combination techniques can be described using terminology
developed for the classification and neural network literature
(Sharkey, 2002). Hybrid models can be homogeneous, such as
using differently configured neural networks, or heterogeneous,
such as with both linear and nonlinear models (Taskaya & Casey,
2005). In a competitive architecture, the aim is to build appropriate
modules to represent different parts of the time series, and to be
able to switch control to the most appropriate. For example, a time
series may exhibit nonlinear behavior generally, but this may
change to linearity depending on the input conditions. Early work
on threshold autoregressive models (TAR) used two different linear
AR processes, each of which change control among themselves
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according to the input values (Tong, 1990). An alternative is a mix-
ture density model, also known as nonlinear gated expert, which
comprises neural networks integrated with a feedforward gating
network (Taskaya & Casey, 2005).

In a cooperative modular combination, the aim is to combine
models to build a complete picture from a number of partial solu-
tions (Sharkey, 2002). The assumption is that a model may not be
sufficient to represent the complete behavior of a time series, for
example, if a time series exhibits both linear and nonlinear pat-
terns during the same time interval, neither linear models nor non-
linear models alone are able to model both components
simultaneously. A good exemplar is models that fuse autoregres-
sive integrated moving average with artificial neural networks. In
such hybrids, whilst the neural network model deals with nonlin-
earity, the autoregressive integrated moving average model deals
with the non-stationary linear component (Tseng, Yu, & Tzeng,
2002; Valenzuela et al., 2008).

Much effort has been devoted to develop and improve the hy-
brid time series forecasting models, since the early work of Reid
(1968), and Bates and Granger (1969). In pioneering work on com-
bined forecasts, Bates and Granger showed that a linear combina-
tion of forecasts would give a smaller error variance than any of the
individual methods. Since then, the studies on this topic have ex-
panded dramatically. Makridakis et al. (1982) claimed that using
a hybrid model or combining several models has become common
practice in improving forecasting accuracy ever since the well-
known M-competition in which a combination of forecasts from
more than one model often leads to improved forecasting perfor-
mance. Likewise, Pelikan, De Groot, and Wurtz (1992), and Ginz-
burg and Horn (1994) proposed combining several feedforward
neural networks to improve time series forecasting accuracy. In
1989, Clemen (1989) provided a comprehensive review and anno-
tated bibliography in this area.

In recent years, more hybrid forecasting models have been pro-
posed and applied in many areas with good prediction perfor-
mance. Pai and Lin (2005) proposed a hybrid methodology to
exploit the unique strength of autoregressive integrated moving
average models and support vector machines (SVMs) for stock
prices forecasting. Chen and Wang (2007) constructed a combina-
tion model incorporating seasonal autoregressive integrated mov-
ing average (SARIMA) model and support vector machines for
seasonal time series forecasting. Zhou and Hu (2008) proposed a
hybrid modeling and forecasting approach based on grey and the
Box–Jenkins autoregressive moving average models. Armano, Mar-
chesi, and Murru (2005) presented a new hybrid approach that
integrated artificial neural networks (ANNs) with genetic algo-
rithms (Gas) to stock market forecast. Yu, Wang, and Lai (2005)
proposed a novel nonlinear ensemble forecasting model integrat-
ing generalized linear auto regression (GLAR) with artificial neural
networks in order to obtain accurate prediction in foreign ex-
change market. Khashei, Hejazi, and Bijari (2008) proposed a new
hybrid model in order to overcome the data limitation of artificial
neural networks and yield more accurate results than traditional
neural networks in financial markets forecasting. Lin and Cobourn
(2007) combined the Takagi–Sugeno fuzzy system and a nonlinear
regression (NLR) model for time series forecasting. Pai (2006) pro-
posed the hybrid ellipsoidal fuzzy system for time series forecast-
ing (HEFST) model to forecast regional electricity loads in Taiwan.

Kim and Shin (2007) investigated the effectiveness of a hybrid
approach based on the artificial neural networks for time series
properties, such as the adaptive time delay neural networks
(ATNNs) and the time delay neural networks (TDNNs), with the
genetic algorithms in detecting temporal patterns for stock market
prediction tasks. Zhang (2003) presented a hybrid autoregressive
moving average integrated and artificial neural networks approach
for time series forecasting. Tseng, Tzeng, Yu, and Yuana (2001)

proposed a hybrid model called FARIMA in order to use the advan-
tages and to fulfill the limitations of the fuzzy regression and AR-
IMA models for time series forecasting. Ince and Trafalis (2006)
proposed a two-stage hybrid model which incorporates paramet-
ric techniques such as autoregressive integrated moving average,
vector autoregressive (VAR) and co-integration techniques, and
nonparametric techniques such as support vector regression
(SVR) and artificial neural networks for exchange rate prediction.
Chang, Liu, and Wang (2006) developed a hybrid model by inte-
grating self organization map (SOM) neural network, genetic algo-
rithms (GAs) and fuzzy rule base (FRB) to forecast the future sales
of a printed circuit board factory. Huarng and Yu (2006) described
a combining methodology using neural networks to forecast fuzzy
time series.

In this paper, classifier methods are applied to construct a new
hybrid model using a basis time series model in order to yield more
accurate results. In our proposed model, the residuals of the basis
time series model are considered by a classifier in order to distin-
guish their trend. In the next stage, the optimum step length is cal-
culated by a mathematical programming model using the
distinguished trend obtained in the previous stage. Then, the esti-
mated values of the basis time series model are modified according
to the optimum step length and the distinguished trend. In this pa-
per, probabilistic neural networks (PNNs) are used as classifier.
Technically, probabilistic neural network is a classifier and is able
to deduce the class/group of a given input vector after the training
process is completed. There are a number of appealing features,
which justify our adoption of this type of neural networks to this
study. First, training of probabilistic neural networks is rapid, en-
abling us to develop a frequently updated training scheme. Essen-
tially, the network is re-trained each time the data set is updated
and thus the most current information can be reflected in estima-
tion. Second, the logic of probabilistic neural network is able to
extenuate the effects of outliers and questionable data points and
thereby reduces extra effort on scrutinizing training data. Third
and the most important, probabilistic neural networks are concep-
tually built on the Bayesian method of classification which given
enough data, is capable of classifying a sample with the maximum
probability of success (Wasserman, 1993).

Given the advantages of the probabilistic neural networks, it is
not surprising that this methodology has attracted overwhelming
attention in prediction (Kim & Chun, 1998; Yang, Platt, & Platt,
1999), identification (Gaganis, Pasiouras, & Doumpos, 2007; Sun,
Donga, & Xu, 2006), and especially in classification task (Karthike-
yan, Gopal, & Vimala, 2005; Xue, Zhang, Liu, Hu, & Fan, 2005) in
various areas. Chen, Leung, and Daouk (2003) used the probabilis-
tic neural networks in order to model and predict the direction of
return on market index of the Taiwan stock exchange. Axinte
(2006) applied the probabilistic neural networks for automated
classification of tool malfunctions in broaching. Hajmeer and Bash-
eer (2002) proposed to use probabilistic neural networks (PNNs)
for classification of bacterial growth/no-growth data and modeling
the probability of growth. Tam, Tong, Lau, and Chan (2004) used
the probabilistic neural networks for Diagnosis of prestressed con-
crete pile defects. Shan, Zhao, Xu, Liebich, and Zhang (2002) pre-
sented an application of probabilistic neural network in the
clinical diagnosis of cancers based on clinical chemistry data. Al-
Omari and Al-Jarrah (2004) presented a system for recognition of
the handwritten Indian numerals using the probabilistic neural
networks. Kim, Kim, and Chang (2008) presented an application
of probabilistic neural network to design breakwater armor blocks.
Srinivasan, Jin, and Cheu (2005) proposed and applied a construc-
tive probabilistic neural network (CPNN) model for automatic inci-
dent detection on freeways. Shang, Huang, Du, and Zheng (2006)
investigated on the Palm print recognition using Fast ICA algorithm
and radial basis probabilistic neural network.
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