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Abstract

Based on a scope of 10,120 articles on ANNS, this paper uses data mining including association rules and cluster analysis, to survey
these ANNs papers through keyword classification and clustering of articles from 1995 to 2005, exploring the ANNs methodologies and
application developments during that period. The four decision variables of keywords, author’s nationality, research category, and year
of publication, are implemented for data mining with total of 110,080 data items. The research findings show that some specific ANNs
methodologies and applications pattern can be extracted from the mining results, and these describe the ANNs development over this
period. In addition, using more data mining approaches for analysis could provide different explanations for ANNs development.

Finally, discussion and brief conclusion are presented.
© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Artificial neural networks (ANNs) are computational
modeling tools that have been extensively used in many dis-
ciplines to model complex real-world problems. ANNs
may be defined as structures comprised of densely inter-
connected adaptive simple processing elements (called arti-
ficial neurons or nodes) that are capable of performing
massive parallel computations for data processing and
knowledge representation (Schalkoff, 1997). Although
ANNSs are drastic abstractions of their biological counter-
parts, the idea of ANNSs is not to replicate the operation
of the biological systems but to use what is known about
the functionality of the biological networks in order to
solve complex problems. Neural networks discover pat-
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terns and relationships in massive amounts of data by using
hardware and software that simulates the processing pat-
terns of the human brain. Contrary to conventional com-
puting methods, ANNs are ‘trained’ to produce the
desired input-output relationships. During the training
(learning) phase, examples of data are presented to the net-
work and, using a learning algorithm, the parameters are
tuned to adjust the network behavior. According to avail-
able knowledge of the problem, and the objective of the
operator, the learning procedure employed can be either
‘supervised’, ‘unsupervised’, or both. The supervised learn-
ing procedure is performed with pairs of known input-out-
put patterns, whereas unsupervised learning consists of
presenting training examples to the network input while
the network organizes itself progressively to reach maximal
separation between the naturally occurring classes of exam-
ples. The principal applications of ANNs have been in the
area of pattern recognition. Here, a pattern is turned into a
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feature vector, which is then used as ANN input, and the
output is interpreted as identifying the input to be a
member of one of a number of classes of possible inputs.
An important quality of neural networks (referred to as
generalization) is that when they are correctly trained, neu-
ral networks can appropriately process data that have not
been used for training. The most popular neural networks
are multilayer perceptions, which are generally supervised—
trained with the error back-propagation algorithm (Rumel-
hart, Hinton, & Williams, 1986). One major property of
these networks is their ability to find non-linear surfaces
separating the underlying patterns, which is generally con-
sidered to be an improvement on conventional methods.

On the other hand, radial basis function (RBF) network
is a particular class of multilayer networks (Poggio & Gir-
osi, 1989), where learning occurs usually in two stages:
learning in the hidden layer (usually by an unsupervised
bottom-up self-organizing method such as K-means clus-
tering) followed by the output layer (a top—down super-
vised method such as least squares estimation). RBF
networks have two important advantages: finding the input
to output map using local approximators, and rapid learn-
ing requiring fewer examples. Another popular class of net-
works is the self-organizing map, or Kohonen network
(Kohonen, 1988). A Kohonen network consists of two fully
connected-unit layers. The output layer is generally ordered
in a low-dimensional framework (a one-dimensional array
or a two-dimensional matrix) of units. The objective of this
network is to build a map where units of an area are acti-
vated when inputs with similar characteristics are pre-
sented. Among the other popular networks are adaptive
resonance theory (ART) networks and their derivates
(ARTI1, ART2, fuzzy ART, etc.) (Carpenter & Grossberg,
1992) and Hopfield models (Hopfield, 1982). One quality of
neural networks is that they can be considered as non-lin-
ear statistical methods. Nevertheless, a large amount of
data is required to overcome the existing non-linearities
in the data structure. Therefore, the attractiveness of
ANNSs comes from the remarkable information processing
characteristics of a biological system such as non-linearity,
high parallelism, robustness, fault and failure tolerance,
learning, ability to handle imprecise and fuzzy information,
and their capability to generalize.

This research began on June 2005, and it was first based
on a search in the keyword index of article for ‘neural net-
works’ on the Elsevier SDOS, IEEE Xplore, Blackwell
Synergy, Wiley InterScience, and Taylor & Francis online
database, for the period from 1995 to 2005, in which
10,120 articles were found on 30 June 2005. Based on a
scope of 10,120 articles on ANNSs, this paper uses a data
mining approach including association rules and clustering
analysis to survey the ANNs through keyword classifica-
tion and clustering of articles from 1995 to 2005. Based
on this, the ANNs methodologies and applications devel-
opment during that period are explored. The rest of the
paper is organized as follows. Section 2 introduces
research design. Sections 3 and 4 describe the data mining

process and its results. Section 5 discusses our findings, and
Section 6 contains a brief conclusion.

2. Research design

2.1. Why keywords are used as data source for literature
analysis?

Basically, there are three aspects for research, including
research problem, theory, and methods/tools. Sometimes,
the research objective and motivation is described as the
research problem, which contains the nature of a specific
problem domain. In addition, a problem domain might be
a person, a group of people, an organization, an object,
or an event, which can be estimated and evaluated. This
means that a problem domain has specific domain knowl-
edge with certain complexity and that this knowledge may
exist either tacitly or explicitly under different situations
and conditions. This form of domain knowledge could be
a threshold to researchers who have limited understanding
of this problem domain. This means that researchers should
understand or learn something on research problem domain
knowledge before starting their research. On the other
hand, a research problem may describe a process or proce-
dure of research experiment, case study, system develop-
ment, or modeling on a specific research field. These
processes or procedures focus on a limited scope that social
science or natural science can manipulate and observe the
research problem by collecting and analyzing data from
the problem domain. In this regard, a study must define
the research process or procedure in order to illustrate the
research scope from real-world situations or conditions. A
research problem is a logical description to show why a
study is critical or what is its contribution and originality
in a specific problem domain. Without good enough
domain knowledge, the research problem can be the most
difficulty part of work at the initial stage of research.
Because a researcher must spend great amount of time to
understand the domain knowledge deeply and then can pro-
vide a basis to understand and define the research scope.

On the other hand, once the scope of a research problem
domain has been determined, researcher can describe
research problem by citing specific theory. A theory is gen-
eralized phenomena, which presents results or findings from
specific research experiment or long term observation with
systematic approach. However, a phenomenon can be
extended to different theories on different research problem
domain. For example, in physics, the principle of inertia
states that objects continue in a state of rest or of uniform
motion unless acted upon by forces. In knowledge manage-
ment, the knowledge inertia describes that people may stem
from the use of routine problem solving procedures, stag-
nant knowledge sources, and following past experience or
knowledge (Liao, 2002). Due to diversity of research prob-
lem domains, researchers must to cite theory or read litera-
ture in relation to the research problem in order to fit how
people refer to a phenomenon in a specific problem domain.
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