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a b s t r a c t

This paper proposes a fuzzy modeling method via Enhanced Objective Cluster Analysis to obtain the com-
pact and robust approximate TSK fuzzy model. In our approach, the Objective Cluster Analysis algorithm
is introduced. In order to obtain more compact and more robust fuzzy rule prototypes, this algorithm is
enhanced by introducing the Relative Dissimilarity Measure and the new consistency criterion to repre-
sent the similarity degree between the clusters. By these additional criteria, the redundant clusters
caused by iterations are avoided; the subjective influence from human judgment for clustering is weak-
ened. Moreover the clustering results including the number of clusters and the cluster centers are con-
sidered as the initial condition of the premise parameters identification. Thus the traditional iteration
modeling procedure for determining the number of rules and identifying parameters is changed into
one-off modeling, which significantly reduces the burden of computation. Furthermore the decomposi-
tion errors and the approximation errors resulted from premise parameters identification by Fuzzy c-
Means clustering are decreased. For the consequence parameters identification, the Stable Kalman Filter
algorithm is adopted. The performance of the proposed modeling method is evaluated by the example of
Box–Jenkins gas furnace. The simulation results demonstrate the power of our model.

� 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Fuzzy modeling (FM) – system modeling with fuzzy rule-based
systems (FRBSs) (Alcala, Casillas, Cordon, & Herrera, 2001; Casillas,
Cordon, & Herrera, 2002; Cordon & Herrera, 1997, 2001; Lee &
Chen, 2008; Setnes, Babuska, & Verbruggen, 1998) – may be con-
sidered as an approach used to model a system by means of a
descriptive language based on fuzzy logic with fuzzy predicates.
Several types of modeling can be performed depending on the de-
sired degree of interpretability and accuracy of the final model.
Usually, both requirements are contradictory properties directly
on the model structure and learning process. As for the former,
there are at least two different kinds of fuzzy models in the litera-
ture, the Mamdani-Assilian (MA) (Mamdani, 1974) and Takagi–Su-
geno–Kang (TSK) (Takagi & Sugeno, 1985) ones. Because of the
nature of consequences, TSK fuzzy model is less readable but better
approximator than MA one, being a good choice in the accuracy-
oriented fuzzy modeling.

On the other hand, as a strong modeling tool for learning non-
linear systems, fuzzy clustering (Bezdek, 1981) can realize the di-
rect fuzzy partition of input space and extract the efficient rules

regardless of the number of input variables. Therefore, it is widely
applied in the premises identification of TSK model, including the
number of rules and premise parameters.

Generally, there are three kinds of fuzzy clustering methods to
determine the number of rules. But it is difficult to obtain the accu-
rate and reasonable result directly using them, which decreases the
robustness of the model. Firstly, the number of rules is determined
iteratively by increasing (Kim, Park, Ji, & Park, 1997; Tsekouras,
2005) or merging clusters (Kaymak & Babuska, 1995; Krishnapu-
ram, 1994) from the initial clustering number. However, the itera-
tive nature causes heavy burden in computation. Furthermore, for
the case where the clusters increase, redundant rules are probably
produced for reasons of noise, that means overfitting; while for
those with clusters merging, some parameters require presetting,
consequently the number of rules tends to be easily affected by
subjective human judgment. Secondly, in order to avoid overfit-
ting, the initial number of clusters is obtained by Mountain Clus-
tering (Rickard, Yager, & Miller, 2005; Yager & Filev, 1994) or
Subtractive Clustering (Chiu, 1994; Eftekhari, Katebi, Karimi, &
Jahanmiri, 2008) methods. Then orthogonal transformation meth-
ods (Abonyi, Roubos, Babuska, & Szeifert, 2003; Yen & Wang, 1998)
are proposed to simplify the redundant rules. Nevertheless, the
number of rules is still easily influenced by human decision be-
cause whether the rule is redundant is determined by trial and er-
ror. Thirdly, the number of rules is produced through trade-off
among several clustering validity indexes (Lee, 2008; Tsekourasa,
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Sarimveis, Kavakli, & Bafas, 2005). Similarly, there is still the effect
of human judgment.

For premise parameters, decomposition error and approxima-
tion error may occur in their identification procedure (Roubos &
Setnes, 2000). Therefore, the estimation of fuzzy partition of input
space is poor. Those errors come from two potential reasons: clus-
tering projection to one-dimensional fuzzy sets and approximation
of the point-wise defined membership functions by parametric
ones. Those errors could be reduced by eigenvector projection
(Babuska & Verbruggen, 1997), and/or by fine-tuning the parame-
terized membership functions. For the case of eigenvector projec-
tion, Gath–Geva (GG) clustering algorithm (Gath & Geva, 1989)
and its modifiers (Abonyi, Babuska, & Szeifert, 2002) are proposed.
Nevertheless, the number of rules still need to be specified in ad-
vance. For the case of fine-tuning, it tends to trapping into
overfitting.

Hence, due to the poor performance of the fuzzy prototypes re-
sulted from the above fuzzy clustering methods, the quality of the
attained models is seriously reduced with regard to the compact-
ness and robustness. In order to design the more compact and ro-
bust approximate TSK fuzzy model, a fuzzy modeling method via
Enhanced Objective Cluster Analysis (EOCA) is proposed in this
paper. Firstly, the Objective Cluster Analysis (OCA) (Muller, 1998)
algorithm is introduced here. The clustering result is obtained by
means of dipole partitioning and agglomerative hierarchical clus-
tering procedure. However, the redundant clusters possibly occur
in the OCA clustering for the reason of noise. Therefore, in order
to acquire more robust fuzzy prototypes, OCA is enhanced by intro-
ducing the Relative Dissimilarity Measure (Mollineda & Vidal,
2000) into it and modifying its original consistency criterion. This
avoids the redundant clusters, as well as decreases the influence
from the human judgment. Furthermore, the clustering results
are considered as the initial condition of the premise identification
by means of the Fuzzy c-Means (FCM) algorithm (Bezdek, 1981).
Therefore, not only the convergence of fuzzy clustering is improved
correspondingly, but also the traditional iteration modeling proce-
dure for determining the number of rules and identifying parame-
ters is changed into one-off modeling, which significantly reduces
the burden of computation. Simultaneously, the errors of decom-
position and approximation from the premise parameters identifi-
cation are also decreased. In addition, the Stable Kalman Filter
algorithm (Takagi & Sugeno, 1985) is adopted to identify the con-
sequence parameters for solving the problem of non-numerical
solution.

The rest of this paper is organized as follows. In Section 2, the
general TSK fuzzy model structure considered in this work is de-
scribed. Section 3 presents the fuzzy prototypes extraction ap-
proach via EOCA including the relative definitions of EOCA, the
principle of EOCA, the performance analysis of EOCA and the
description of fuzzy prototypes extraction approach via EOCA.
The fuzzy modeling method via EOCA, containing the identification
of premise parameters via FCM, the estimation of consequence
parameters via Stable Kalman Filter and the description of fuzzy
modeling method via EOCA are presented in Section 4. Section 5
demonstrates the effectiveness of the proposed method by the fa-
mous example of Box–Jenkins gas systems (Box, Jekins, & Reinsel,
1994). Conclusions are drawn in Section 6.

2. TSK fuzzy model

The TSK fuzzy model proposed by Takagi–Sugeno–Kang (Takagi
& Sugeno, 1985) is a set of fuzzy rules with the addition of fuzzy
reasoning. Each rule of the model represents a local field of the sys-
tem by a linear function, while the model itself can describe the
global static input–output behaviors of the nonlinear system. As-

sume that the identified object is PðX;YÞ;X ¼ ðx1; x2; . . . ; xrÞ 2 Rr

is the input variable and Y ¼ ðy1; y2; . . . ; yqÞ is the output variable
of a MIMO nonlinear system. Then each fuzzy rule in the TSK fuzzy
model is described in the formula (1):

Ri : If x1 is A1
1 and . . . and xr is A1

r : Then

yi ¼ pi
0 þ pi

1 � x1 þ . . .þ pi
r � xr ð1Þ

where Ri is the ith fuzzy rule, i ¼ 1;2 . . . ;n;Ai
j is the jth fuzzy set in

Ri; j ¼ 1;2; . . . ; r;pi
j is the consequence parameter.

In this work, fuzzy clustering is proposed to identify the pre-
mise parameters; therefore, the expression of the premise param-
eters can be described as the following text.

For the sample set Z ¼ fz1; z2; . . . ; zNg, where zk ¼ ðXk;YkÞ;Xk ¼
ðxk

1; x
k
2; . . . ; xk

r Þ 2 Rr is the input variable, Yk 2 R is the output
variable, k ¼ 1; . . . ;N, and N is the sample number of Z.
Then the premise parameter of input xk

j 2 Xk is defined as the value
of Ai

jðxk
j Þ.

3. Fuzzy prototypes extraction via EOCA

In this section, the EOCA algorithm is proposed to acquire more
robust fuzzy prototypes – the number of clusters and the cluster
centers. As the result of the partition of dipoles, the number of clus-
ters, i.e., the rule number is determined by one-pass clustering,
which decreases the huge computation in the clusters iterations.
Furthermore, by introducing the Relative Dissimilarity Measure
into the OCA algorithm and modifying its original consistency crite-
rion to reevaluate the similarity degree between the clusters, the
disturbance of noise for clustering is eliminated; simultaneously,
the subjective judgment by the human is decreased. The definitions
of dipole (Muller, 1998), Relative Dissimilarity Measure (Mollineda
& Vidal, 2000) and enhanced consistency criterion is described in
the next subsection respectively.

3.1. Related definitions of EOCA

Definition 1 (Dipole).
Given the sample set Z ¼ ðz1; . . . ; zNÞ, and N is the number of

samples. The sample pair Ok
ij ¼

zi
zj

� �
is called dipole, where

i; j ¼ 1;2; . . . ;N; i – j; k ¼ 1; . . . ; N�ðN�1Þ
2 . The value of Ok

ij is defined
as dij ¼ kzi � zjk, and k � k is the Euclidean distance norm.

Definition 2 (Relative Dissimilarity Measure).
The Relative Dissimilarity Measure represents the relative similar-
ity degree between different clusters in the same subset (refer to
Section 3.2) before each clusters merging of hierarchical clustering,
and is described in formulas (2) and (3):

Dij ¼
dij

minðDij;DjiÞ
ð2Þ

Dij ¼
P

k2c;k–jdik

c � 2
ð3Þ

where Dij is the relative similarity degree, i – j; i; j ¼ 1; . . . ; c; c is the
clustering number at each clusters merging. dij is the Euclidean dis-
tance of the ith cluster and the jth cluster. Dij is the mean distance
between the different clusters, i.e., the ith cluster and the kth clus-
ter, where k – j, and k ¼ 1; . . . ; c.

Definition 3 (Enhanced Consistency Criterion).
The Enhanced Consistency Criterion represents the similarity
degree between the clusters in the different subsets (also refer to
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