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Abstract

Among all conventional methods for text categorization, centroid classifier is a simple and efficient method. However it often suffers
from inductive bias (or model misfit) incurred by its assumption. DragPushing is a very simple and yet efficient method to address this so-
called inductive bias problem. However, DragPushing employs only one criterion, i.e., training-set error, as its objective function that
cannot guarantee the generalization capability. In this paper, we propose a generalized DragPushing strategy for centroid classifier,
which we called as ‘‘Large Margin DragPushing’’ (LMDP). The experiments conducted on three benchmark evaluation collections show
that LMDP achieved about one percent improvement over the performance of DragPushing and delivered top performance nearly as
well as state-of-the-art SVM without incurring significant computational costs.
� 2006 Published by Elsevier Ltd.
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1. Introduction

With the exponential growth of text data from internet,
text categorization has received more and more attention in
information retrieval, machine learning and natural lan-
guage processing community. Numerous machine learning
algorithms have been introduced to deal with text classifi-
cation, such as K-Nearest Neighbor (KNN) (Yang &
Lin, 1999), centroid classifier (Han & Karypis, 2000),
Naive Bayes (Lewis, 1998), support vector machines
(SVM) (Joachims, 1998), Rocchio (Joachims, 1997), deci-
sion trees (Apte, Damerau, & Weiss, 1998), Winnow
(Zhang, 2001), Perceptron (Zhang, 2001) and voting (Scha-
pire & Singer, 2000).

Among all these methods, centroid classifier is a simple
and effective method for text categorization. However it
often suffers from inductive bias or model misfit (Liu,
Yang, & Carbonell, 2002; Wu, Phang, Liu, & Li, 2002)
incurred by its assumption. As we all know, centroid clas-
sifier makes a simple assumption that a given document

should be assigned a particular class if the similarity of this
document to the centroid of the class is the largest. How-
ever, this supposition is often violated (misfit) when there
exists a document from class A sharing more similarity
with the centroid of class B than that of class A. Conse-
quently, the more serious the model misfit, the poorer the
classification performance.

In order to address this issue effectively, numerous
researchers have devoted their energy to refining the classi-
fier model by proposing efficient strategies. One of the pop-
ular strategies is voting (Schapire & Singer, 2000). Wu et al.
(2002) presented another novel approach to cope with this
problem. However, these methods both suffer from their
own shortcomings respectively. The computational costs
of voting is quite significant and its application to text clas-
sification community is often severely limited; Meanwhile
Wu’s strategy may be sensitive to the imbalance of text cor-
pora for it needs to split the training set.

In order to improve the performance of centroid classi-
fier, an effective and yet efficient strategy, i.e., ‘‘DragPu-
shing’’, was introduced to refine the centroid classifier
model (Tan, Cheng, Ghanem, Wang, & Xu, 2005). The
main idea behind this strategy is that it takes advantage
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of training errors to successively refine classification model.
For example, if one training example d labeled as class A is
misclassified into class B, DragPushing ‘‘drags’’ the cen-
troid of class A to example d, and ‘‘pushes’’ the centroid
of class B against example d. After this operation, docu-
ment d will be more likely to be correctly classified by the
refined classifier.

However, DragPushing employs only one criterion, i.e.,
training-set error, as its objective function that cannot
guarantee the generalization capability. In this paper, we
further generalize DragPushing to Large Margin DragPu-
shing (LMDP) which refines the centroid classifier model
not only using training errors but also utilizing training
margins. The goal of LMDP is to reduce the training errors
as well as to enhance the generalization capability.

Extensive experiments conducted on three benchmark
document corpora show that LMDP always performs bet-
ter than DragPushing. Like DragPushing, LMDP is also
much faster than many state-of-the-art approaches, e.g.,
SVM, while delivers performance nearly as well as SVM.

The rest of this paper is constructed as follows: Next sec-
tion describes basic centroid classifier. DragPushing strat-
egy is presented in Section 3. LMDP is introduced in the
Section 4. Experimental results are given in Section 5.
Finally Section 6 concludes this paper.

2. Centroid classifier

In our work, the documents are represented using vector
space model (VSM). In this model, each document d is con-
sidered to be a vector in the term-space. For the sake of
brevity, we denote summed centroid and normalized cen-

troid of class Ci by CS
i

�!
and CN

i

�!
respectively.

First we compute summed centroid by summing docu-
ment vectors in class Ci:

CS
i

�!
¼
X
d2Ci

~d ð1Þ

Next we evaluate normalized centroid by following
formula:

CN
i

�!
¼ CS

i

�!
CS

i

�!��� ���
2

ð2Þ

where kzk2 denotes the 2-norm of vector z.
Afterwards we calculate the similarity between a docu-

ment d and each centroid Ci using inner-product measure
as follows:

simðd;CiÞ ¼~d � CN
i

�!
ð3Þ

It is worth mentioning that the inner-product measure
using formula (3) is equivalent to cosine measure since doc-
ument vector ~d is computed using TFIDF formula (19)
which is equal to counting TFIDF by following formula
(4) and then normalizing it by 2-norm.

wtfidf ðt; d
*

Þ ¼ tf ðt; d
*

Þ � logðD=nt þ 0:01Þ ð4Þ
Finally, based on these similarities, we assign d the class la-
bel corresponding to the most similar centroid:

C ¼ arg max
Ci

~d � CN
i

�!� �
ð5Þ

3. DragPushing strategy

Since the text collection may conflict the assumption of
Centroid Classifier to some degree, inevitably the classifica-
tion rules, i.e., class representatives or class centroids,
induced by centroid classifier may contain some kinds of
biases that result in degradation of classification accuracy
on both training and test documents. An intuitive and
straightforward solution to this problem is to make use
of training errors to adjust class centroids so that the biases
can be reduced gradually.

Initialization: to start, we need to load the training data
and parameters including MaxIteration and ErrorWeight.
Then for each category Ci we calculate one summed cen-
troid CS;0

i

��!
and one normalized centroid CN ;0

i

��!
. Note that 0

denotes current iteration-step, i.e., the 0th iteration-step.
DragPushing: in one iteration, we need to categorize all

training documents. If one document d labeled as class ‘‘A’’
is classified into class ‘‘B’’, DragPushing modifies the
summed and normalized centroids of class ‘‘A’’ and class
‘‘B’’ by following formulas:

CS;0þ1
A;l ¼ CS;0

A;l þ ErrorWeight � dl if dl > 0 ð6Þ

CN ;0þ1
A;l ¼

CS;0
A;l

CS;0
A

��!����
����

2

if CS;0
A;l > 0 ð7Þ

CS;0þ1
B;l ¼ CS;0

B;l � ErrorWeight � dl

h i
þ

if dl > 0 ð8Þ

CN ;0þ1
B;l ¼

CS;0
B;l

CS;0
B

��!����
����

2

if CS;0
B;l > 0 ð9Þ

where 0 denotes the 0th iteration-step and l stands for fea-
ture index of document vectors and centroid vectors. [z]+
denotes the hinge function which equals the argument z if
z > 0 and is zero otherwise, i.e., [z]+ = max{z, 0}. The rea-
son for introduction of [z]+ is that we found nonnegative
centroids perform better than real centroids in our
experience.

We call the former formulas (6,7) as ‘‘drag’’ formulas
and the latter (8,9) as ‘‘push’’ formulas. Obviously after
the executing of ‘‘drag’’ and ‘‘push’’ formulas, the centroid
of class ‘‘A’’ will share more similarity with document d
than that of class ‘‘B’’. As a result, the similarity between
document d and the centroid of class ‘‘A’’ will be enlarged
while the similarity between document d and the centroid
of class ‘‘B’’ will be reduced.

Time Requirements: Assumed that there are D training
documents, T test documents, W words in total, K classes
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