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a b s t r a c t

Determining valid clustering is an important research problem. This problem becomes
complex if the underlying data has inherent uncertainties. The work presented in this
paper deals with clustering large probabilistic graphs using multi-population evolutionary
algorithm. The evolutionary algorithm (EA) initializes its multiple populations, each repre-
senting a deterministic version of the same probabilistic graph given to it as an input.
Multiple deterministic versions of the same input graph are generated by applying differ-
ent thresholds to the edges. Each chromosome of the multiple populations represents one
complete clustering solution. For the purpose of clustering, EA is employed which is guided
by pKwikCluster algorithm. The proposed approach is tested on two natively probabilistic
graphs and nine synthetically converted probabilistic graphs using cluster validity indices
of Davies–Bouldin index, Dunn index, and Silhouette coefficient. The proposed approach is
also compared with two baseline clustering algorithms for uncertain data, Fuzzy-DBSCAN
and uncertain K-mean and two state-of-the-art approaches for clustering probabilistic
graphs. The results obtained suggest that the proposed solution gives better performance
than the baseline methods and the state-of-the-art algorithms.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

There are many real world problems that are cluttered with inherent uncertainties. These uncertainties may be attributed
to multiple reasons, including: equipment’s limitations to observe or record data, limited resources to collect and store data
or due to incorrect data entry. Analyzing such datasets and extracting useful information therefrom is mostly influenced by
the underlying uncertainty. This problem is prevalent in domains such as social networks, biological networks, and mobile
ad hoc networks [31] to name a few. However, most of these datasets can be modeled as a graph converting the problem of
uncertain data into a probabilistic graph. Later, the graph problem can be solved for uncertain data. Graphs can further be
categorized into two types: deterministic graphs and probabilistic graphs. Probabilistic graphs have a probability value asso-
ciated with each edge. Deterministic graphs on the other hand have only two possibilities regarding the edge; either there
will be an edge (probability of having an edge is, 1) or there will be no edge (probability of having an edge is 0). For uncertain
datasets, a probabilistic graph representation is more suitable. Once a dataset is represented as a probabilistic graph an
algorithm for mining the probabilistic graph can be developed.
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Probabilistic graphs (or uncertain graphs) are an important area of research for their numerous applications in an assort-
ment of fields [17]. A few cases in point are a protein–protein interaction network [51], wireless sensor network with uncer-
tain edges [36], and social networking. Clustering of such graphs has recently gained popularity [2]. One way to cluster
probabilistic graphs is to convert it into a deterministic graph by setting a threshold value for edge weights first and then
apply a clustering algorithm on the resulting deterministic graph. For instance, if 0.5 is selected as a threshold value, only
the edges having probability greater than or equal to 0.5 will be considered and the rest will be ignored. The smaller the
threshold, the larger the number of the edges that will remain in the graph. Obviously, there will be a loss of information
in the form of some edges and/or nodes. Since connectivity is one of the important properties of a graph, approaches are
needed to select a suitable threshold value that shall minimize the loss of information while transforming a probabilistic
graph into a deterministic one.

The work presented here focuses on solving the problem of clustering large probabilistic graphs using an evolutionary
algorithm (EA). The proposed solution is based on a multi-population genetic algorithm (GA). The input to GA starts with
initializing its multiple populations, each representing a deterministic version of the same probabilistic graph. Multiple
deterministic versions of the input graphs are generated by applying different thresholds to the edges of the input graph.
Each chromosome of the multiple populations represents one complete clustering solution. For clustering, an EA is
employed; however, the EA is guided by the pKwikCluster algorithm [28]. The GA runs for a fixed number of iterations
and after examining each of the clusters produced, most appropriate threshold is selected and hence the most appropriate
clusters. The proposed approach is tested using two probabilistic graph datasets and also using nine deterministic graphs by
adding noise in order to make them probabilistic. It is also compared with two baseline clustering algorithms for uncertain
data, FDBSCAN (Fuzzy-DBSCAN) [48] and UK-Mean (uncertain K-mean) [9], and two recent approaches [21,22,27] for clus-
tering probabilistic graphs. The results suggest that the proposed algorithm gives better results than the baseline and other
recent approaches.

1.1. Contribution

The key contributions of the work are described in this section. The given probabilistic dataset is transformed into a prob-
abilistic graph and evolutionary algorithm (EA) is used for clustering. The graph based representation of the problem makes
it convenient to extract neighborhood information of the nodes and uses the same to process probabilities on the edges
between nodes. The EAs are inherently slow. The proposed solution uses a multi-population EA that converges at multiple
solutions simultaneously. It incorporates both the local and global search capability. The multiple populations of the EA help
the algorithm to find multiple local optimum clusters. During the decision phase, the algorithm selects the best option from
the converged solutions of the multiple populations. This enables it to select the global best clusters. Since probabilistic
graphs are being dealt with, a strategy that converts a given probabilistic graph into multiple deterministic graphs is devised.
These graphs are later clustered using multi-population EAs. The work also contributes towards selecting the most appro-
priate clustering formation based on individual cluster properties from the pool of solutions that EA provides after conver-
gence. The proposed approach produces better results when compared with two baseline methods and two recent
algorithms using well-known cluster validity indices.

The rest of the paper is organized as follows: Section 2 presents the related work and Section 3 explains the probabilistic
graphs and defines related key terms. Section 4 explains the proposed methodology covering chromosome structure,
reproduction operators, and the fitness functions. Section 5 lists the detailed experiments and the results obtained including
comparison with the baseline and recent methods. Finally, Section 6 presents conclusion along with some future directions.

2. Related work

The study of clustering methods is one of the major machine learning and data mining area and has been applied to an
assortment of applications ranging from biomedical to physics experiments. Graph clustering makes it convenient to cluster
data where geometric coordinates of the items to be clustered are not available. Clustering of graphs can be categorized
based on the type of a particular graph. This section lists the recent work on clustering noisy graphs, deterministic graphs,
probabilistic graphs, and graph clustering using EAs.

In case of probabilistic graphs there is only a marginal contribution to the problem of clustering. However, much work is
present in clustering other type of graphs [10,45,16]. Chen et al. [13] introduced an algorithm for clustering sparse, un-
weighted graphs having noise. Noise is defined in [13] as the edge density between different clusters and convex optimiza-
tion formulation is used for graph clustering. Priyadarshini et al. [42] have shown a parameter graph based clustering
technique (GCEPD) to identify coherent patterns from gene expression data. Work in [42] discovered highly coherent pat-
terns containing genes with high biological relevance. Clémençon et al. [11] presented hierarchical clustering for graph visu-
alization. Mishra et al. [41] proposed a technique for clustering social networks and illustrated the effectiveness of the
algorithm through experiments on real social networks. Satuluri and Parthasarathy [44] proposed an approach for clustering
directed graphs. Satuluri and Parthasarathy [44] first converted the directed graph into undirected graph and then applied a
clustering algorithm. They also introduced a degree-discounted similarity measure which was suitable for large-scale net-
works. Balakrishnan et al. [6] have analyzed the performance of a fault tolerant spectral algorithm for hierarchical clustering.
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