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widely used metric that is both simple and effective. This paper proposes a cosine similar-
ity ensemble (CSE) method for learning similarity. In CSE, diversity is guaranteed by using
multiple cosine similarity learners, each of which makes use of a different initial point to
Cosine similarity define the pattern vectors used in its similarity measures. The CSE method is not limited
Ensemble learning to measuring similarity using only pattern vectors that start at the origin. In addition,
Selective ensemble the thresholds of these separate cosine similarity learners are adaptively determined.
Machine learning The idea of using a selective ensemble is also implemented in CSE, and the proposed CSE
method outperforms other compared methods on various data sets.

© 2015 Elsevier Inc. All rights reserved.

Keywords:
Similarity learning

1. Introduction

Similarity is a fundamental issue in classification and clustering tasks. The concept of similarity is related to the concept
of distance. However, the concepts of similarity and distance are not exactly the same. For example, similarity is used to
measure the common characteristics between two instances, and distance is adopted to indicate the differences between
them. Still, there is still a strong link between similarity and distance. We can first calculate the distance between two
instances and then set an appropriate threshold to decide whether they are similar or not. Two instances will be more similar
as the distance between them decreases.

How to select a well-defined distance metric is often a huge challenge due to the absence of prior knowledge. Many prob-
lems in pattern recognition can be easily solved if a similarity metric can be well estimated from the known data. The
Euclidean distance is usually considered the simplest measure of similarity in many machine learning and data mining tasks.
However, this metric often fails to generate discriminative representations. For this reason, even state-of-the-art algorithms,
such as K-nearest neighbors (KNN) [8], support vector machines (SVM) [2,9,32] and artificial neural networks (ANN)
[31,15,10] cannot achieve optimal performances. As a result, similarity learning, which attempts to learn similarity metrics
adaptively for given tasks, has become an important research subject that has attracted considerable attention for the past
decades.

Some similarity learning methods have been proposed that learn similarity functions directly from pairwise relationships,
or constraints [27,24,21,6,20]. Phillips applied an SVM model to learn a similarity function in difference space [24], where the
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distance between two patterns is measured by the difference between them. Melacci et al. proposed a novel neural network
model, called a similarity neural network (SNN), to learn similarity in 2008 [21]. Kernel based methods also play an impor-
tant role in this area of research. In these methods, the key point is to learn a feature mapping function and to then define an
appropriate distance metric based on this mapping. Single kernel similarity learning methods were proposed in [6,20]. Tang
et al. presented a new multikernel similarity learning method that outperforms these single kernel approaches [27]. For the
multikernel method, a gradient descent algorithm is employed as a weak algorithm to generate the basic kernels. Because
the gradient descent algorithm is relatively slow when the solution approaches the minimum [14], the multikernel method
can be quite costly.

As mentioned before, the Euclidean distance is the most frequently used metric due to its simplicity. In the Euclidean
space, the distance between two points is measured by the length of the line segment connecting them. Unfortunately,
the Euclidean distance suffers from a high sensitivity to magnitudes. As an alternative, cosine similarity is another commonly
used metric, which measures similarity as the angle between two vectors. For any two patterns, the patterns are considered
less similar as the Euclidean distance between them increases, but they are considered more similar as the cosine similarity
between them increases. The basic measure of cosine similarity is not sensitive to magnitudes. Unfortunately, this property
is not always advantageous. For example, even two patterns with very different attribute values may have a very high simi-
larity measure. This outcome is obviously undesirable. An adjusted cosine similarity metric [26] can remedy this drawback
easily by taking the different scales between the two patterns into consideration and subtracting the corresponding average
from each pattern.

Both the basic and adjusted cosine similarity metrics focus on orientations. However, the data distribution is often
unknown in real world problems. When the patterns are in a very dense distribution, the angles between them may be very
small. In such cases, even if two patterns are dissimilar, a classifier based on cosine similarity is very likely to misclassify
them as similar. How can one make the angle between dissimilar patterns larger in such cases? In this paper, a novel simi-
larity learning method, a cosine similarity ensemble (CSE), is proposed, that makes a trade off between computability and
flexibility. Our CSE method enlarges the angles between patterns by changing the initial point of these patterns. Usually,
the origin is specified as the initial point of a vector. When the terminal points of two given vectors are held constant,
the angle between these two vectors is entirely determined by their shared initial point. In CSE, different points are chosen
as initial points in the feature space and then combined according to weighting factors.

Section 2 surveys related work in similarity learning. Section 3 introduces the proposed method, CSE, in detail. Section 4
presents our experiments and their results, and Section 5 presents our conclusions.

2. Related work

We first give a formal description of the problem in similarity learning and then review some representative work that is
related to ours.

2.1. Problem formulation

Suppose the input space X is a d-dimensional space. x and X’ are two arbitrary patterns in X, where X = [x;,X,,...,X4]" and

X = [X],%),... ,xg]T. Let (x,X') be the pairwise-patterns constructed by x and x'. Iy and I are class labels of x and X/, respec-
tively. r(x,x’) € {+1,—1} indicates whether x and x’ are similar to each other. If x and X’ are similar, r(x,x') = +1; otherwise
r(x,x') = —1. r(X,x’) can be described as:

+1, if k =L,
-1, otherwise.

rioex) = 1)

The intrinsic model of a similarity learning problem can be defined as a map, (x,x') — {+1,-1}. If (X,X’) — + 1, the model
asserts that x and x’ are similar. Otherwise, if (x,X') — — 1, the model asserts that x and X’ are dissimilar.

The objective of learning similarity is to develop a well-defined similarity metric which can fit the map well. Obviously,
any arbitrary function fitting the map (x,x’) — {+1, —1} can be a similarity metric. However, which function is best among
all possible similarity metrics? Let the best similarity metric be g. Ideally, g(x,X') = r(x,x’) for any two arbitrary patterns x
and X’ in X. Unfortunately, patterns with different labels may partially overlap in the input feature space. In addition, noise is
unavoidable in real world problems. Hence, the best metric g that asserts similarity/dissimilarity correctly for all of the pair-
wise-patterns in a training set is likely to be an over-fitting one with poor generalization ability. In such case, the best simi-
larity metric will not correctly indicate similarity/dissimilarity for unseen pairwise-patterns. For this reason, it is difficult to
find the best similarity metric that also generalizes well to unseen data.

2.2. Representative work

As described in Section 1, many different distance metrics can be directly applied to the problem of similarity learning.
The further the distance between a pair of patterns, the less similar these patterns are to one another.
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