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a b s t r a c t 

Consensus clustering has emerged as a powerful technique for obtaining better clustering 

results, where a set of data partitions (ensemble) are generated, which are then combined 

to obtain a consolidated solution (consensus partition) that outperforms all of the mem- 

bers of the input set. The diversity of ensemble partitions has been found to be a key as- 

pect for obtaining good results, but the conclusions of previous studies are contradictory. 

Therefore, ensemble diversity analysis is currently an important issue because there are 

no methods for smoothly changing the diversity of an ensemble, which makes it very dif- 

ficult to study the impact of ensemble diversity on consensus results. Indeed, ensembles 

with similar diversity can have very different properties, thereby producing a consensus 

function with unpredictable behavior. In this study, we propose a novel method for in- 

creasing and decreasing the diversity of data partitions in a smooth manner by adjusting 

a single parameter, thereby achieving fine-grained control of ensemble diversity. The re- 

sults obtained using well-known data sets indicate that the proposed method is effective 

for controlling the dissimilarity among ensemble members to obtain a consensus function 

with smooth behavior. This method is important for facilitating the analysis of the impact 

of ensemble diversity in consensus clustering. 

© 2016 Published by Elsevier Inc. 

1. Introduction 

Clustering is fundamental for understanding the structure of data [45] and it has been used in a wide range of areas, 

including engineering, financial, biological science, and medical applications [25,29,34,40,44] . However, the correct choice of 

a clustering algorithm, or even setting its parameters, requires knowledge of the data set and the data distribution assumed 

by algorithms, since they can strongly affect the final results obtained [22] . Clustering algorithms have been developed to 

solve a wide range of different problems, but there is no universal method that can be applied to solve all. Thus, different 
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but equally valid solutions can be obtained using various algorithms, which is one reason why clustering is considered to 

be an ill-posed problem among researchers [24,50] . 

In the past decade, consensus clustering (or cluster ensembles) has emerged as a powerful approach for mitigating the 

issues of conventional cluster analysis. First, a set of data partitions is generated, which is called an ensemble . Next, a consen- 

sus function combines the ensemble into a consolidated solution or consensus partition , which has greater overall accuracy 

[10,18,19,21,39,42,54,56] . Given the ill-posed nature of clustering, the accuracy is typically measured by comparing the fi- 

nal solution with a known reference partition, which is generally based on the class labels associated with the data set 

[20,30,41,46,50] . Although this reference partition might not be the only valid structure for the data, many studies have 

tried to determine how ensembles should be built, and which characteristics they should have to obtain high accuracy. In 

particular, among these characteristics, the level of disagreement between ensemble members, which is called the ensemble 

diversity , has been identified as a key factor in the cluster ensemble problem [7,17,20] , and various diversity measures have 

been proposed [2,14,15,33,55] . 

Many strategies have been used to explore how diversity affects consensus performance [8,20] , where they usually aim 

to generate a set of ensembles with different diversity, before observing the performance of the consensus function. One 

of the most common approaches involves generating the ensemble members by randomly varying a parameter [8,15,17,27] , 

which can be the clustering algorithm itself [28,36] , the number of clusters [12,49,57] , or its initialization [26,37] . Instead 

of changing the clustering algorithm, a common method involves changing the data by randomly selecting sub-samples 

[11,32,38,48] , using different features [23,37,43,51,52] , employing random projections [8,37,39] , or combining several methods 

together [47,53] . An alternative to the purely random approach generates the ensemble that maximizes a given criterion. 

First, a pool of partitions is created by using the strategies described above and a subset of this pool is then selected, which 

maximizes the objective function. For example, this greedy approach was used in [20] , where a set of criteria were defined 

to obtain low, medium, and highly diverse ensembles. 

These methods have been used widely to explore the dissimilarity within an ensemble, but the results obtained indicate 

that there is an important problem with current methods for ensemble diversity analysis. Indeed, previous studies provide 

opposing opinions regarding this issue, where some have suggested that more diverse ensembles are better for obtaining 

more accurate solutions [8,20] , whereas others have proposed that moderate diversity is the preferred choice [15] . In ad- 

dition to these contradictory results, high variability has been found not only among data sets but also when different 

ensemble generation strategies are employed. Moreover, plots of the accuracy as a function of diversity have shown that 

ensembles with similar diversity can differ greatly in their accuracy [15,20] . These confusing results show that current ap- 

proaches can generate diversity but they cannot control it, and this limitation may lead to unpredictable outputs by the 

consensus method. This is an important issue and it must be addressed before any analysis of the impact of diversity on 

consensus clustering. This unpredictable behavior occurs because as one diversity measure is being observed, another prop- 

erties of the ensemble are changing, thereby leading to erratic behavior by the consensus function. In addition, it is difficult 

to generate ensembles that are uniformly distributed in the diversity range under evaluation, which could lead to a biased 

analysis. Both of these reasons demonstrate the need to control the ensemble diversity in order to effectively analyze its 

impact on the consensus results. 

Due to the importance of diversity in consensus clustering, the issues highlighted above motivated us to unveil a new 

problem in this area and to propose a novel method that allows fine-grained control of the ensemble diversity. To the best 

of our knowledge, no methods have been proposed previously for controlling disagreement among ensemble partitions. 

Our method extracts information from the ensemble structure and then uses it to make small changes, which decrease 

and increase the diversity among ensemble members in a smooth manner. The results that we obtained using six well- 

known data sets demonstrate that this method is effective for controlling the ensemble diversity, where the consensus 

function behaves in a smooth manner, thereby providing a novel approach for studying the impact of diversity on consensus 

clustering. 

The remainder of this paper is organized as follows. In Section 2 , we explain the problems with current methods and 

we define the steps in the diversity control method. Section 3 describes the data sets and performance measures used for 

testing. Section 4 presents the evaluation procedure and the results obtained. In Section 5 , we summarize our conclusions 

as well as suggesting possible improvements and future research. 

2. Novel method for controlling diversity 

Current methods assume implicitly that ensembles with a particular level of diversity are comparable; thus, equal di- 

versity values should represent similar ensembles, or at least similar inputs for the consensus function, which is expected 

to produce similar results. However, this might not be the case in practice. An example of such results is shown in Fig. 1 , 

where the accuracy of the consensus partition [20] is plotted as a function of the pairwise ensemble diversity. Similar re- 

sults can be found in [15] . Two problems are evident based on this plot. The first is the behavior of the output consensus 

accuracy ( y -axis) when the pairwise diversity ( x -axis) is around 0.21, where the diversity values are close to each other 

but many points differ greatly in their accuracy. A similar behavior can be observed around a diversity value of 0.28. Thus, 

ensembles with similar diversity can represent very different inputs for the consensus function. The second problem is that 

the diversity range is not always sampled uniformly; for example, there are far less ensembles with diversity values in [0.10, 

0.20] and even none in [0.31, 0.38]. These two issues make the study of diversity a fairly difficult problem. As stated earlier, 
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