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fully utilizes the texture characteristics of each incoming frame. The proposed method is
efficient and can resist both illumination changes and shadow disturbance. The experimen-
tal results show that this method is suitable for real-world scenes and real-time
applications.
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1. Introduction

Due to social security and malicious attacks, the demands for video surveillance camera and its software architecture
have increased in the prevention of accidents and the alleviation of risks. In 2007, the Security Industry Association reported
that approximately 30 million security cameras have been installed in United States, and the sale for security cameras
reached an estimated $3.2 billion, which is one-third of the overall national security market. These cameras, nowadays, have
made big inroads into public places, and played a crucial role in detecting terrorist attacks, criminals, or other anti-social
behavior on a daily basis. Because of the potential market and the demands of social security, video surveillance techniques
have been developed over the past decades and numerous surveillance techniques have been proposed. One of the most
important surveillance techniques is background modeling, which is used to detect moving objects—the underlying task
of a security system. In other words, background modeling distinguishes foregrounds and backgrounds in order to identify
moving objects, which are essential to security concerns.

A number of methods for detecting moving objects, especially different features employed for background modeling, have
been proposed in past literature. Once the background modeling is satisfied, more advanced techniques can be applied
straightforwardly such as tracking object [12] and face recognition [4]. The most frequently used feature in background mod-
eling is based on color information. For example, a color statistical approach [21] uses average information to accomplish
background subtraction and reduce shadow effect. In order to maintain the background flexibly, Wren et al. [22] proposed
a one-Gaussian adaptive modeling method instead of using the average for moving object detection. However, one-Gaussian
modeling cannot cope with dynamic background changes, such as ripples and screen blinking. Therefore, the Gaussian mix-
ture modeling (GMM) approach [20] proposed by Stauffer and Grimson was developed by using more than one Gaussian for
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each pixel [19,20,24]. Pixels that do not fit the GMM would be recognized as foreground areas. An example using GMM has
been developed (three Gaussians) for traffic monitoring [8]. Details of other implementations for GMM can be found in
[5,18].

Motion-based and edge-based methods are other approaches for background modeling. The motion-based method [21]
utilizes optical flow to detect salient motion over frames. This approach often suffers from complicated computations. The
edge-based method [15] considers only the edge information of the frames and constructs edge histograms as a feature
description for background modeling. The histogram-matching process determines the performance of these kinds of
methods.

Recently, Heikkild and Pietikdinen [9,10] proposed a texture-based background construction method using local binary
patterns (LBPs). Although LBPs are tolerant of illumination changes, this method is not robust. When the central pixel value
used in LBP is affected by noise, the corresponding LBP histogram will not be stable. This will increase the possibility of false
positive or false negative cases. Furthermore, the overlapping block strategy and histogram-matching process proposed in
[9,10] make the method of Heikkild and Pietikdinen inefficient.

An interesting method proposed by McHugh et al.’s [16] is one that uses the hypothesis test and the Markov modeling
approach. In this method, the authors use a non-parametric kernel density approach for modeling the background. They as-
sume that the adjacent pixels of a foreground area should have higher probability to be classified as foreground. The mod-
eling process is controlled by the Markov random field (MRF). This method works well in foreground detection, but needs
relatively high computational complexity.

In this paper we propose a novel background modeling method based on a hierarchical coarse-to-fine texture description,
which is an improved version of our previous work [17]. In [17], the color descriptor is used as the main device for back-
ground modeling. This technique, however, suffers from illumination changes and noise interference, hence opening the
space for a more robust descriptor. Instead of applying LBPs, a new texture descriptor which employs block truncation cod-
ing (BTC) [6] to enhance the tolerance to illumination changes and shadow interference is proposed. Furthermore, the tex-
ture descriptor is also extended to a hierarchical coarse-to-fine approach to model the background more accurately and
reduce both the false positive and false negative rates. In addition, a method that calculates the number of transitions is used
to determine the complexity of each block, and at the same time, to improve the efficiency significantly. Because of the com-
putational simplicity of the proposed method, the proposed background modeling has high efficiency and is suitable for real-
time applications.

The remainder of this paper is organized as follows. Section 2 presents a brief review of the mixture of Gaussians and the
model by Heikkild and Pietikdinen’s method. Then, Section 3 presents the proposed new background modeling scheme based
on texture description. An extended explanation of the proposed method is provided in Section 4. Empirical results and dis-
cussions are offered in Section 5, and the conclusion is presented in Section 6.

2. Related work
2.1. Mixture of Gaussians model

A mixture of Gaussians model was first proposed by Grimson and Stauffer [19,20]. The authors proposed this new method
to model every background pixel into a K-Gaussians mixture model (GMM). Typically K is a small number ranging between 3
and 5. The weight associated with each Gaussian represents the portion of the data accounted for that Gaussian.

Formally, in the GMM model, each pixel in the scene is modeled by a mixture of K Gaussian distributions. The probability
of observing the current pixel value is:

K
P(X:) = ij,t *1 (Xf': Hes Z) (1)
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where X; is the current pixel value at time ¢, K is the number of Gaussian distributions, w;, is the weight estimation of the jth
Gaussian in the mixture at time ¢, p;, and " are the mean value and covariance matrix of the jth Gaussian in the mixture at
time ¢, respectively, and # is a Gaussian pdf (probability density function). The definition of # is presented in the following
equation
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where n is the dimension of X; and (X; — uj,t)T represents the transpose of the vector (X; — ;). For computational efficiency,
the covariance matrix ;, is defined as a}?_t I for the jth model component, where I represents the identity matrix. This change
of >;; indicates that the components of X; (i.e., red, green, and blue) are regarded as independent and have the same vari-
ances. The simplified };, improves the efficiency at the cost of some accuracy.
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