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a b s t r a c t

This paper proposes a novel iterative meta-clustering technique that uses clustering results
from one set of objects to dynamically change the representation of another set of objects.
The proposal evolves two clustering schemes in parallel influencing each other through
indirect recursion. The proposal is based on the emerging area of granular computing,
where each object is represented as an information granule and an information granule
can hierarchically include other information granules. The paper describes the theoretical
and algorithmic formulation of the iterative meta-clustering algorithm followed by its
implementation. The proposal is demonstrated with the help of a retail store dataset con-
sisting of transactions involving customers and products. A customer granule is repre-
sented by static information obtained from the database and dynamic information
obtained from clustering of products bought by the customer. Similarly, the product gran-
ule augments the static representation from the database with clustering profiles of cus-
tomers who buy these products. The algorithm is tested for a synthetic dataset to
explore various nuances of the proposal, followed by an extensive experimentation with
a real-world retail dataset.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

Granular computing is an emerging area of research that provides an ability to create innovative representations of ob-
jects that can facilitate the development of new algorithms [1–4]. In granular computing an object is represented as an infor-
mation granule. For example, in a retail store a customer can be represented by an information granule consisting of the
customer’s spending habits, profitability, and loyalty to the store. Traditionally, data mining process begins with represen-
tation of objects based on raw data from the dataset. Spending and profits for the customer can be easily retrieved from the
database of transactions. Loyalty can be represented using the number of visits by the customer to the store. A product can
be similarly represented by an information granule consisting of the amount of revenues and profits received from the prod-
uct as well as the popularity of the product. Again, revenue and profits for the product can be retrieved from the transactions.
Popularity of a product can be measured by the number of visits that result in purchase of the product. The metrics described
above can be directly retrieved from a transaction database and can be used in data mining activities such as clustering, clas-
sification, association mining, and prediction. This paper focuses on clustering. Clustering is an unsupervised learning pro-
cess that groups similar objects. It is used at various stages in data mining from preliminary exploration of a new dataset,
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identification of outliers, as well as sophisticated analysis for decision making. Clustering has been used in a wide variety of
applications from engineering [5,6], web mining [7–10], to retail data mining [11].

More refined data mining activities use results from previous data mining activities to improve the quality of results. The
examples of such secondary data mining techniques include ensemble of classifiers [12] or stacked regression [13], where
the results of previous classification/prediction are combined to produce more accurate results. The combination of the re-
sults can be based on a predetermined formulation or could use further machine learning techniques such as the rough set
based ensemble proposed by Saha et al. [14]. Recently, Lingras and Rathinavel [15] proposed a novel integrated secondary
data mining approach to clustering in a network environment that recursively uses clustering results from previous iteration
in clustering of mobile phone users. This paper proposes a similar meta-clustering technique for a granular hierarchy, where
clustering results from one set of granules affect clustering results of another set of granules. We choose k-means [16,17] as
the underlying clustering algorithm. The k-means algorithm offers a multitude of advantages for quantitative datasets. It is
fast, robust, and is known to provide reasonable clustering results in a wide variety of applications.

We will use a retail dataset to illustrate our proposed iterative meta-clustering in a granular hierarchy. Clustering is used
in retail industry for unsupervised identification of customer profiles, which makes it possible for an organization to identify
previously unknown characterizations of groups of customers based on their revenue potential, profitability, and loyalty.
Similar profiling can be applied to products in the store to categorize them into different categories based on their revenue
potential, profitability, and popularity. This paper proposes the use of granular hierarchy to enhance the representation of
information granules. For example, we can add the profiles of customers obtained from clustering of customers who buy
a product in the product granule. Similarly, we can add the profiles of products obtained from clustering of products bought
by a customer in the customer granule. This creates an indirectly recursive definition of information granules. The meta-clus-
tering algorithm proposed in this paper will iterate through granular hierarchy to resolve the indirect recursive granule rep-
resentations. The resulting meta-clusters of customers will also describe the profiles of products (created as part of the
integrated meta-clustering) bought by the customers. On the other hand, the meta-clusters of products will also contain
information about the profiles of customers who buy the products from a given cluster.

The rest of the paper is organized as follows. Section 2 provides a review of clustering algorithms and the evaluation of
resulting cluster quality. A discussion on the emerging area of granular clustering can be found in Section 3. The mathemat-
ical and algorithmic foundations of the proposed iterative meta-clustering for a granular hierarchy is presented in Section 4.
Section 5 describes experiments with a synthetic dataset to highlight salient features of the proposal. The granular meta-
clustering algorithm is then applied to a real data world dataset in Section 6. A summary and conclusions are reported in
Section 8.

2. Review of k-means and cluster quality indices

This section reviews the conventional clustering with the help of a popular algorithm called k-means [17]. Let
X ¼ f~x1; . . . ;~xng be a finite set of objects. Assuming that the objects are represented by m-dimensional vectors. A clustering
scheme groups n objects into k clusters C ¼ f~c1; . . . ;~ckg. Here, C is the set of clusters. And each of the clusters~ci is represented
by an m-dimensional vector, which is the centroid or mean vector for that cluster. Each cluster centroid~ci is also associated
with a set of objects assigned to the ith cluster. We will use~ci for both the centroid vector or set representation of ith cluster
depending on the context.

k-means clustering is one of the most popular statistical clustering techniques [16,17]. The objective is to assign n objects
to k clusters. The process begins by randomly choosing k objects as the centroids of the k clusters. The objects are assigned to
one of the k clusters based on the minimum value of the distance k~x�~cik between the object vector~x and the cluster vector
~ci. The distance k~x�~cik can be the standard Euclidean distance.

After the assignment of all the objects to various clusters, the new centroid vectors of the clusters are calculated as:

~ci ¼
P

~xl2~ci
~xl

j~cij
; where 1 6 i 6 k:

Here j~cij is cardinality of cluster~ci. The process stops when the centroids of clusters stabilize, i.e. the centroid vectors from
the previous iteration are identical to those generated in the current iteration.

Quality of clustering is an important issue in application of clustering techniques to real world data. A good measure of
cluster quality will help in deciding various parameters used in clustering algorithms. One such parameter that is common to
most clustering algorithms is the number of clusters. Several cluster validity indices have been proposed to evaluate cluster
quality obtained by different clustering algorithms. An excellent summary of various validity measures can be found in Halk-
idi et al. [18]. Many of the cluster validity measures are functions of the sum of within-cluster scatter to between-cluster
separation. The scatter within the ith cluster, denoted by Si is defined as follows:

Si ¼
1
j~cij
X
~x2~ci

k~x�~cik
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