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a b s t r a c t

As a soft computing tool, rough set theory has become a popular mathematical framework
for pattern recognition, data mining and knowledge discovery. It can only deal with attri-
butes of a specific type in the information system by using a specific binary relation. How-
ever, there may be attributes of multiple different types in information systems in real-life
applications. Such information systems are called as composite information systems in this
paper. A composite relation is proposed to process attributes of multiple different types
simultaneously in composite information systems. Then, an extended rough set model,
called as composite rough sets, is presented. We also redefine lower and upper approxima-
tions, positive, boundary and negative regions in composite rough sets. Through introduc-
ing the concepts of the relation matrix, the decision matrix and the basic matrix, we
propose matrix-based methods for computing the approximations, positive, boundary
and negative regions in composite information systems, which is crucial for feature selec-
tion and knowledge discovery. Moreover, combined with the incremental learning tech-
nique, a novel matrix-based method for fast updating approximations is proposed in
dynamic composite information systems. Extensive experiments on different data sets
from UCI and user-defined data sets show that the proposed incremental method can pro-
cess large data sets efficiently.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

Rough set theory, proposed by Pawlak [23–26], is a powerful mathematical tool for analyzing various types of data. It can
be used in an attribute value representation model to describe the dependencies among attributes, evaluate the significance
of attributes and derive decision rules [11,18,27,31].

Since the classical rough set model can only be used to deal with categorical attributes, many extended rough set models
have been developed for attributes of multiple different types, such as numerical ones, set-valued ones, interval-valued ones
and missing ones [6,8,9,11,13,15,32,33]. For example, Hu et al. generalized classical rough set model with a neighborhood
relation to deal with numerical attributes [9,11]. Guan et al. defined a tolerance relation and used the maximal tolerance
classes to derive optimal decision rules from set-valued information systems [8]. Qian et al. used a binary dominance relation
to process set-valued data in set-valued ordered information systems [28]. Leung et al. defined a-tolerance relations and em-
ployed the a-misclassification rate for rule acquisition from interval-valued information systems [15]. In incomplete infor-
mation systems, the toleration and similarity relations as well as the limited tolerance relation were proposed respectively to
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deal with missing data in [13,32,34]. Grzymała-Busse combined the toleration and similarity relations and presented char-
acteristic relations for missing data in incomplete information systems [6].

In real-life applications, there are attributes of multiple different types in information systems, e.g., categorical ones,
numerical ones, set-valued ones, interval-valued ones and missing ones. Such information systems are called as composite
information systems. Most of the rough set based methods fail to deal with more than attributes of two different types. To
solve this problem, Abu-Donia proposed multi knowledge based rough approximations using a family of finite number of
relations [1]. In our previous work, we introduced the composite rough set model and proposed the basic idea to deal with
attributes of multiple different types [38]. Here, we continue with this work and improve the composite rough set model. In
addition, a matrix-based method is introduced into our work. It helps compute the approximations, positive, boundary and
negative regions intuitively from the composite information system and composite decision table. To adapt to the dynamic
changes of the composite information system, we employ an incremental technique and propose a matrix-based incremental
method for fast updating the approximations from dynamic composite information systems. Extensive experiments on dif-
ferent data sets from UCI and user-defined data sets show that the proposed matrix-based incremental method can process
large data sets efficiently.

The remainder of this paper is organized as follows: Section 2 introduces basic concepts of rough sets and its extended
models. Section 3 proposes the composite rough set model to deal with attributes of multiple different types. Section 4 gives
matrix-based methods for computing the approximations, positive, boundary and negative regions in composite information
systems. Section 5 presents matrix-based incremental methods for updating the approximations in dynamic composite
information systems. Section 6 designs and develops the static and incremental algorithm based on matrix for computing
and updating the approximations in composite information systems. In the Section 7, the performances of static and incre-
mental methods are evaluated on UCI and user-defined data. Section 8 discusses about some related work on rough sets
using matrix-based and incremental techniques. The paper ends with conclusions and further research work in Section 9.

2. Rough set models

In this section, we first briefly review the concepts of rough set model as well as its extensions [7–9,11,13,23,32].

2.1. Classical rough set model

Given a pair K = (U,R), where U is a finite and non-empty set called the universe, and R # U � U is an indiscernibility rela-
tion on U. The pair K = (U,R) is called as an approximation space. K = (U,R) is characterized by an information system
IS = (U,A,V, f), where U is a non-empty finite set of objects; A is a non-empty finite set of attributes; V =

S
a2AVa and Va is a

domain of attribute a; f:U � A ? V is an information function such that f(x,a) 2 Va for every x 2 U, a 2 A. Let B # A, in the clas-
sical rough set model, a binary indiscernibility relation RB is defined as follows:

RB ¼ fðx; yÞ 2 U � Ujf ðx; aÞ ¼ f ðy; aÞ; 8a 2 Bg ð1Þ

RB is an equivalence relation, and ½x�RB
denotes an equivalence class of an element x 2 U under RB, where

½x�RB
¼ fy 2 UjxRByg.

Classical rough set model is based on the equivalence relation. The elements in an equivalence class satisfy reflexive, sym-
metric and transitive. It does not allow the non-categorical data (e.g., numerical data, set-valued data, and interval-valued
data) and requires the information table should be complete. However, non-categorical data appears frequently in real-life
applications [6,10,13,28]. Therefore, it is necessary to investigate the situation of non-categorical data in information sys-
tems. In what follows, we introduce several representative rough set models [8,11], which will be used in our examples.
More rough set models for dealing with non-categorical data are available in the literatures [7,10,13,15,21,28,37].

2.2. Neighborhood rough set model

To deal with numerical data in neighborhood information systems, Hu et al. first employed a neighborhood relation and
proposed neighborhood rough sets [9,11].

Definition 1 ([9,11]). Let B # C be a subset of attributes, x 2 U. The neighborhood dB(x) of x in B is defined as

dBðxÞ ¼ fy 2 UjDBðx; yÞ 6 dg ð2Þ

where D is a distance function. " x, y, z 2 U, it satisfies:

(I) D(x,y) P 0,D(x,y) = 0 if and only if x = y;
(II) D(x,y) = D(y,x);

(III) D(x,z) 6 D(x,y) + D(y,z).
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