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a b s t r a c t

A keyword spotter can be considered as a binary classifier which classifies a set of uttered

sentences into two groups on the basis of whether they contain target keywords or not.

For this classification task, the keyword spotter needs to identify the target keywords lo-

cations based on a fast and accurate search algorithm. In our previous works, we exploited

a modified Viterbi (M-Viterbi) search algorithm which has two known drawbacks. First, to

locate the target keywords, it runs an exhaustive search through all possible segments of

input speech. Second, while computing the start and end time-frames of each new phone,

it makes the keyword spotter to trace-back and re-evaluate the timing alignments of all

previous one(s), despite the fact that very limited amount of data -if any- would get up-

dated as a result. These two pitfalls cause a dramatically enlarged search space as well as a

significant increase in computational complexity. In this paper, we propose a Hierarchical

Search (H-Search) algorithm which allows the system to ignore some segments of input

speech at each level of hierarchy, according to their lower likelihood of containing the tar-

get keywords. In addition, unlike the M-Viterbi algorithm, the H-Search algorithm does

not demand repeated evaluations when computing the current phone alignment which, in

turn, results in a narrowed-down search space (O(TP) versus O(TPLmax) – where T is num-

ber of frames, P is number of keyword phones and Lmax is the maximum phone duration)

as well as a decreased computational complexity (O(TPLmax) versus O(TPLmax
3)) compared

to those of the M-Viterbi algorithm. We applied the H-Search algorithm to the classifi-

cation part of an Evolutionary Discriminative Keyword Spotting (EDKWS) system intro-

duced in our previous works. The experimental results indicate that the H-Search algo-

rithm is executed 100 times faster than the M-Viterbi algorithm while the performance of

the EDKWS system degrades no more than two percent compared to that of the M-Viterbi

algorithm.
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1. Introduction

Keyword spotting (KWS) refers to discovering all occurrences of a set of target keywords in speech utterances. Differ-

ent KWS approaches are categorized into two main groups: HMM-based and Discriminative KWS (DKWS) approaches. The

HMM-based KWS approaches are divided into two groups: Large Vocabulary Continuous Speech Recognition (LVCSR)-based

[6,8,29,31,35,43,51,53] and phone-based KWS approaches [16,24,37,38,42,44,49].

The first group of HMM-based KWS consists of two phases. In the first phase, a large vocabulary speech recognizer

converts input speech signal to phone or word lattices. In the second phase, lattice-based search algorithm is used to search

for a set of target keywords among the words or phones derived from the first phase. This approach has three important

drawbacks. First, a large amount of labeled data is required to train LVCSR-based KWS. Second, the computational cost

implied by large vocabulary decoding is rather high. The last drawback, named Out Of Vocabulary (OOV) word problem that

is presence of non-invited words in the test set which are not included in the predefined vocabulary. Several methods have

been proposed to solve the OOV word problem [4,21,28,32,36,41,45].

On the other hand, phone-based KWS methods are fast and don’t suffer from OOV word problem. However, the main

disadvantage about these methods is their low accuracy mainly caused by insertion, deletion and substitution errors. For

improving accuracy, the Garbage (filler) models could be trained and used along with the KWS techniques [12,20,30,55].

DKWS approaches include two main groups: neural network-based techniques [9,10,14,15,26,52] and large-margin-based

approaches [1,2,22,23,39,46,48]. Neural network-based techniques have been exploited in the field of speech processing such

as speech recognition and KWS since 28 years ago. The neural network used in speech processing applications is usually a

recurrent or a time-delay network in order to model the nature of speech. In KWS field, neural networks are used as an

independent keyword spotter or as a secondary processor. In the second case, the neural network post processes the output

of a typical KWS system to improve the recognition rate and produces the final decision (to accept or to reject the word as

a keyword).

The large-margin-based keyword spotter proposed in [22,23,46,48] includes two parts: feature extraction and classifica-

tion. In the first part, as proposed in [46,48], two discriminative features are extracted. The first feature is the confidence

measure of the occurrences of the target keyword(s) phones in the corresponding speech frames, according to a determined

timing sequence. The second feature, determines the confidence measure for the predicted duration of each phone of the

target keyword(s), according to the timing sequence. Thus, the output of the first part is in the form of phone sequence

of the input speech and their corresponding presence and duration probabilities. In the classification part, it is necessary

to use a fast and accurate phone-based search algorithm to find the target keyword(s) location(s) by means of the output

derived at the first part.

Considering its significant role in both HMM-based and DKWS systems, the phone-based search algorithm is focused

in this paper. For optimizing the search speed in the KWS systems, researchers have proposed several approaches aimed

at modifying and improving the exploited search algorithms. Olsson et al. [33] increased the search algorithm speed in

an LVCSR-based KWS approach by using an inverted index search on lattices for retrieving the most probable segments of

input speech. Xu et al. [54] also exploited a rapid index-based search to pre-select the most probably relevant candidates

during the first phase of his search strategy. In the second phase, a Dynamic Programming-based search algorithm was

used among the selected candidates of the first phase [54]. Their proposed method reduced the processing time by 85.8%

[54]. Sainath [40] improved the phone-based search algorithm speed by proposing an island-driven search algorithm. This

algorithm divides input speech into reliable and unreliable parts. It limits the search space into just reliable parts of the

input speech and so, limits computational effort in unreliable areas.

In DKWS approaches, a modified version of the Viterbi (M-Viterbi) search algorithm is used in the classification phase to

detect the target keywords locations [22,23,46–48]. The M-Viterbi search algorithm has two main drawbacks. First, the algo-

rithm searches all possible segments of the input speech to find the target keyword(s) position(s). However, some segments

have small probability of containing target keywords. Therefore, looking for all possible segments increases the computa-

tional complexity. Second, when the current phone start and end frames are getting assessed according to the algorithm, the

alignments of the previous phones would be re-evaluated whereby the majority of the data would hardly ever get updated:

“no gain despite much pain” as it leads to a significantly increased computational complexity.

In this paper, we propose a Hierarchical Search (H-Search) algorithm that overcomes the mentioned drawbacks of the M-

Viterbi search algorithm. First, in each level of hierarchy of the proposed search algorithm, it ignores some segments of input

speech according to a low likelihood of containing the target keywords. Thus, these segments would not be re-evaluated in

other levels of hierarchy. Second, the algorithm determines the start and end frames of the current phone to maximize the

confidence measure of its occurrence in the position localized by the determined frames. Therefore, unlike the M-Viterbi

algorithm, the proposed algorithm lets us avoid any extra evaluations for determining the current phone alignment. Hence,

a smaller search space (O(TP) versus O(TPLmax) – where T is number of frames, P is number of keyword phones and Lmax

is the maximum phone duration), as well as a diminished computational complexity (O(TPLmax) versus O(TPLmax
3)) and a

higher search speed would be achieved compared to M-Viterbi. We use EDKWS system proposed in [48] as DKWS system

and utilize the H-Search algorithm in its classification part.

The rest of this paper is organized as follows. Section 2, reviews the EDKWS system proposed in [48]. Section 3 summa-

rizes the M-Viterbi search algorithm. In Section 4, we present the proposed hierarchical search algorithm. The experimental

results will be discussed in Section 5. Finally, we conclude the paper in Section 6.
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