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a b s t r a c t

The massive generation of unlabeled data of current industrial applications has attracted
the interest of data mining practitioners. Thus, retrieving novel and useful information
from these volumes of data while decreasing the costs of manipulating such amounts of
information is a major issue. Multiobjective clustering algorithms are able to recognize pat-
terns considering several objective function which is crucial in real-world situations.
However, they dearth from a retrieval system for obtaining the most suitable solution,
and due to the fact that the size of Pareto set can be unpractical for human experts, auton-
omous retrieval methods are fostered. This paper presents an automatic retrieval system
for handling Pareto-based multiobjective clustering problems based on the shape of the
Pareto set and the quality of the clusters. The proposed method is integrated in CAOS, a
scalable and flexible framework, to test its performance. Our approach is compared to clas-
sic retrieval methods that only consider individual strategies by using a wide set of artifi-
cial and real-world datasets. This filtering approach is evaluated under large data volumes
demonstrating its competence in clustering problems. Experiments support that the pro-
posal overcomes the accuracy and significantly reduces the computational time of the solu-
tion retrieval achieved by the individual strategies.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

Clustering [39,15,32] is a trending data mining technique used in real-world situations to partition a data set into several
groups according to some criteria and therefore identifying novel and potentially useful patterns from data. Conventional
clustering algorithms are focused on obtaining groups by optimizing a single fitness function. In contrast, it can be difficult
to obtain good data partitions in some real-world problems using a single objective function, and it is necessary to define
several of them to obtain more accurate clusters [35]. These objective measures can be summarized in a single fitness func-
tion if they are disjoint. However, when the defined objectives conflict with each other it is necessary to define a fitness
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function for each objective in order to find a solution which would give acceptable values for all of them [7]. A widely used
technique to competently carry out this is multiobjective clustering (MC) [30], which uses the concept of Pareto Optimum
with a posteriori approach [8] for simultaneously optimizing a set of mutually confronted objectives in order to promote the
definition of clusters. This technique returns a collection that contains a number of Pareto optimal solutions (the so called
Pareto set), none of which can be further improved on any objective without degrading another one [12].

There are different strategies for multiobjective optimization such as Simulated Annealing [47] and Ant Colony
Optimization [37], but Multiobjective Evolutionary Algorithms (MOEAs) [7] have become one of the most capable strategies
to solve this kind of problems [17,51] since they (1) work with a collection of solutions with different trade-offs among
objectives, which are improved until a Pareto set with optimal trade-offs is obtained; (2) can be easily adapted to the type
of data of the studied domain, due to the flexible knowledge representation used; and (3) are able to optimize different
objectives without assuming any underlying structure of the objective functions. However, the performance of MOEAs
can be compromised in large databases due to their high computational and memory usage requirements [19].
Moreover, one of the key challenges in Pareto-based MOEAs is the retrieval of the most suitable solution from the final
Pareto set. This solution is typically identified by an expert in the domain. Nonetheless this process results in a subjective
criterion and in a non trivial and tedious task if there are several solutions in the Pareto set. Thus, automatic methods are
strongly required in order to help experts and simplify the identification of the most suitable solution, which can be ben-
eficial in challenging domains such as health, smart networks or education. These are areas in which large volumes of data
are generated.

In MC algorithms there are mainly two approaches to retrieve the most suitable solution from the Pareto set: (1) consider
the shape of the Pareto set [43] or (2) consider the features related to the morphological properties of clusters [30]. The first
method tries to identify the knee of the Pareto set to retrieve the solution with the best trade-off between objectives, but it
does not take into account the resulting quality of clusters. The term quality is defined as how useful the solution is for the
expert in the domain. Furthermore, quality is directly related to the shape, size and compactness of the clusters and the sep-
aration between them, characteristics which can be evaluated using clustering validation indexes [25,26,40]. The second
method retrieves the best solution according to clustering validation indexes but its objective values could be unbalanced
and the solution may only properly optimize a single objective.

The purpose of this paper is to propose a scalable retrieval filtering method that contemplates both the shape of the
Pareto set and the quality of the clusters. The goal is to retrieve explanatory solutions with an acceptable trade-off between
objectives in MC based on MOEAs. The proposed retrieval method is based on the observation that solutions with acceptable
balance between objectives are placed around the knee of the Pareto front. The aim is to filter clustering solutions with less
objective trade-off in order to retrieve the best solution from the remaining ones according to a clustering validation index.
Thus, extra computations to evaluate non-interesting solutions are avoided. To test our approach we use the Clustering
Algorithm based on multiObjective Strategies (CAOS) [10,22], a MC algorithm based on PESA-II [9]. CAOS uses a representation
that does not depend on the number of instances of the data set, subsequently it is memory scalable [21]. Moreover, it scales
the computational time of the clustering process by dividing the original data set to several subsets that are alternatively
used in each generation of the MOEA process, thus it uses less data in each evolutionary cycle. This is performed in this
way to avoid biasing the population by using only a single sample, while achieving low penalization in accuracy [2].
More specifically, the approach acts iteratively through the evolutionary cycle, being an automatic, adaptive system, thence
fostering objectivity in the filtering parameters.

We compare the proposed method with the retrieval strategies based on (1) the shape of the Pareto set and (2) the mor-
phological properties of clusters. All approaches are compared along a wide set of synthetic data sets [30] and real-world
ones from the UCI [18] and KEEL [1] repositories. Furthermore, we carry out another set of experiments in data sets with
large amounts of data in order to test the scalability capabilities of the method. Results show that accuracy and retrieval time
are improved with this new proposal with a negligible additional cost to the evolutionary cycle. For a comparison between
CAOS and other clustering methods, the reader is referred to [21].

The contributions of this paper are the following:

� It explores a filtering method that greatly increases the efficiency in retrieving solutions in two-objective clustering
MOEAs.
� It integrates the proposed method in a scalable and flexible clustering framework.
� It tests the filtering method in a massive amount of data sets, including large ones.
� It shows a high performance in solution retrieval in both moderate and large data sets.
� It encourages practitioners to exploit the presented filtering technique to address the problem of retrieving the most suit-

able solutions from Pareto-based MOEAs.

The remainder of the paper is organized as follows. Section 2 briefly summarizes the related work on retrieving solu-
tions in MC based on MOEAs. Section 3 introduces CAOS and describes the required modifications in order to adapt it to
(1) become memory scalable and (2) the new filtering method. Section 4 describes the proposed retrieval method.
Section 5 describes the experimentation and discusses the results. Finally, Section 6 ends with conclusions and further
work.
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