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a b s t r a c t

Fuzzy clustering is generally an extension of hard clustering and it is based on fuzzy mem-
bership partitions. In fuzzy clustering, the fuzzy c-means (FCM) algorithm is the most com-
monly used clustering method. Numerous studies have presented various generalizations
of the FCM algorithm. However, the FCM algorithm and its generalizations are usually
affected by initializations. In this paper, we propose a bias-correction term with an updat-
ing equation to adjust the effects of initializations on fuzzy clustering algorithms. We first
propose the so-called bias-correction fuzzy clustering of the generalized FCM algorithm.
We then construct the bias-correction FCM, bias-correction Gustafson and Kessel cluster-
ing and bias-correction inter-cluster separation algorithms. We compared the proposed
bias-correction fuzzy clustering algorithms with other fuzzy clustering algorithms by using
numerical examples. We also applied the bias-correction fuzzy clustering algorithms to
real data sets. The results indicated the superiority and effectiveness of the proposed
bias-correction fuzzy clustering methods.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

Clustering is a method for determining the cluster structure of a data set such that objects within the same cluster
demonstrate maximum similarity and objects within different clusters demonstrate maximum dissimilarity. Numerous clus-
tering theories and methods have been evaluated in the literature (see Jain and Dubes [10] and Kaufman and Rousseeuw
[11]). In general, the most well-known approaches are partitional clustering methods based on an objective function of simi-
larity or dissimilarity measures. In partitional clustering methods, the k-means (see MacQueen [14] and Pollard [20]), fuzzy
c-means (FCM) (see Bezdek [2] and Yang [23]), and possibilistic c-means (PCM) algorithms (see Krishnapuram and Keller
[12], Honda et al. [8], and Yang and Lai [24]) are the most commonly used approaches.

Fuzzy clustering has received considerable attention in the clustering literature. In fuzzy clustering, the FCM algorithm is
the most well-known clustering algorithm. Previous studies have proposed numerous extensions of FCM clustering (see Gath
and Geva [4], Gustafson and Kessel [5], Hathaway et al. [6], Honda and Ichihashi [7], Husseinzadeh Kashan et al. [9],
Miyamoto et al. [15], Pedrycz [17], Pedrycz and Bargiela [18], Wu and Yang [22], Yang et al. [25], and Yu and Yang [26]).
Regarding the generalization of FCM clustering, Yu and Yang [26] proposed a generalized FCM (GFCM) model to unify
numerous variations of FCM. However, initializations affect FCM clustering and its generalizations. In this paper, we evalu-
ated a bias-correction approach by using an updating equation to adjust the effects of initial values and then propose the
bias-correction fuzzy clustering methods.
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The rest of this paper is organized as follows. Section 2 presents a brief review of the FCM and GFCM algorithms. Section 3
presents the procedures involved in deriving the bias-correction fuzzy clustering algorithms. In these procedures, a bias-cor-
rection term is first assessed using an updating equation. The bias-correction FCM (BFCM), inter-cluster separation (ICS), and
Gustafson and Kessel (GK) algorithms are then proposed. The bias-correction term is used as the total information for fuzzy
c-partitions so that the proposed BFCM, GK, and ICS algorithms can be used to adjust gradually the effects of poor initializa-
tions. Section 4 presents comparisons between different clustering algorithms. In the comparisons, the number of optimal
clustering results, error rates and root mean squared errors (RMSEs) are used as performance evaluation criteria.
Numerical and real data sets are used to demonstrate the effectiveness and usefulness of the proposed bias-correction algo-
rithms. Finally, conclusions and discussion are stated in Section 5.

2. Fuzzy clustering algorithms

Let X ¼ fx1; . . . ; xng be a set of n data points in an s-dimensional real Euclidean space. Let c be a positive integer greater
than one. The FCM objective function [2,23] is expressed as follows:

Jm l; að Þ ¼
Xn

k¼1

Xc

i¼1

lm
ikkxk � aik2 ð1Þ

where m > 1 is the weighting exponent, a ¼ fa1; . . . ; acg is the set of cluster centers, and the membership lik represents the
degree to which the data point xk belongs to a cluster i with

l ¼ ½lik�c�n 2 Mfcm ¼ l ¼ ½lik�c�n

Xc

i¼1

lik ¼ 1; lik P 0; 0 <
Xn

k¼1

lik < n

�����
( )

The FCM algorithm is developed with the objective of obtaining a partition matrix l ¼ ½lik�c�n and a set a ¼ fa1; . . . ; acg of
cluster centers to minimize the objective function Jm l; að Þ. By Lagrange multiplier, the necessary conditions for the minimum
of Jm l; að Þ are the following updating equations:

ai ¼
Pn

k¼1lm
ikxkPn

k¼1lm
ik

ð2Þ

lik ¼
xk � aik k

�2
m�1Pc

j¼1 xk � aj

�� �� �2
m�1

ð3Þ

According to Eqs. (2) and (3), the FCM algorithm can be described as follows:

FCM algorithm

Step 1: Fix 2 6 c 6 n and fix any e > 0
Give an initial að0Þ and let t ¼ 0.

Step 2: Compute the membership lðtþ1Þ with aðtÞ using Eq. (3).
Step 3: Update the cluster center aðtþ1Þ with lðtþ1Þ using Eq. (2).
Step 4: Compare aðtþ1Þ to aðtÞ in a convenient matrix norm k�k.

IF aðtþ1Þ � aðtÞ
�� �� < e, STOP

ELSE t ¼ t þ 1 and return to step 2.

The FCM algorithm is the most commonly used clustering algorithm. Numerous generalizations of the FCM algorithm
exist. Yu and Yang [26] proposed a unified model, called the generalized FCM (GFCM). The GFCM objective function is
expressed as follows:

Jh
m l; að Þ ¼

Xn

k¼1

Xc

i¼1

lm
ikhi d xk; aið Þð Þ � c

c

Xc

j¼1

h0 d ai; aj
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where
Pc

i¼1lik ¼ f k for f k P 0; c P 0 are constant weights; hiðxÞ; i ¼ 0;1; . . . ; c are continuous functions of x 2 ½0;þ1Þ
satisfying its derivative h0iðxÞ > 0 for all x 2 ½0;þ1Þ, and

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d xk; aið Þ

p
is the distance between the data point xk and the cluster

center ai. The GFCM framework enables modeling numerous FCM variants. By Lagrange multiplier, the necessary conditions

for a minimum of Jh
m l; að Þ are obtained as follows:
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