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a b s t r a c t

In this paper, we propose an unsupervised learning framework based on Genetic Program-
ming (GP) to predict the position of any particular target event (defined by the user) in a
time-series. GP is used to automatically build a library of candidate temporal features.
The proposed framework receives a training set S ¼ fðVaÞja ¼ 0 � � �ng, where each Va is a
time-series vector such that 8Va 2 S;Va ¼ fðxtÞjt ¼ 0 � � � tmaxg where tmax is the size of the
time-series. All Va 2 S are assumed to be generated from the same environment. The pro-
posed framework uses a divide-and-conquer strategy for the training phase. The training
process of the proposed framework works as follow. The user specifies the target event that
needs to be predicted (e.g., Highest value, Second Highest value, . . ., etc.). Then, the frame-
work classifies the training samples into different Bins, where Bins ¼ fðbiÞji ¼ 0 � � � tmaxg,
based on the time-slot t of the target event in each Va training sample. Each bi 2 Bins will
contain a subset of S. For each bi, the proposed framework further classifies its samples into
statistically independent clusters. To achieve this, each bi is treated as an independent
problem where GP is used to evolve programs to extract statistical features from each
bi’s members and classify them into different clusters using the K-Means algorithm. At
the end of the training process, GP is used to build an ‘event detector’ that receives an
unseen time-series and predicts the time-slot where the target event is expected to occur.
Empirical evidence on artificially generated data and real-world data shows that the pro-
posed framework significantly outperforms standard Radial Basis Function Networks, stan-
dard GP system, Gaussian Process regression, Linear regression, and Polynomial Regression.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

A time-series is a sequence of data points, measured typically at successive time instants spaced at equidistant time inter-
vals. Usually, time-series data have a natural temporal ordering, which makes time-series analysis distinct from other com-
mon data analysis problems, in which there is no natural ordering of the observations. In many real-world applications, a
vector V of observations fx0; x1; . . . ; xtmaxg collected from equidistant time periods maintains some form of salient character-
istics that can be exploited to predict the near future. Although time-series analysis algorithms may use solid mathematical
formulas or complex statistical models, their predictions are entirely limited to the available historical data. Thus, no matter
how accurate these algorithms tend to be on training data, they cannot guarantee a 100% correct prediction of the future. For
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this reason, time-series prediction can be seen as conditional statements of the form that ‘‘if such-and-such behaviour con-
tinues in the future, then so and so may happen. . .’’ [7].

Generally, time-series analysis is divided into two categories; (A) Forecasting algorithms in which the aim is to predict the
value x at time t þ 1 given that sufficient historical data points are available, and (B) Discovering events in a time-series. Dis-
covering an event means to detect unusual variations in the time-series pattern and label them as rare events. An event in a
time-series is defined as ‘‘the occurrence of a variation in values over a time span that is of particular interest to a user’’ [37]. The
focus of this paper is on time-series events detection. Generally, work on time-series event-based detection is divided into
two main categories. The first category is based on extract rule sets from the time-series and correlate them with particular
events using machine learning algorithms (e.g., see [36]). The disadvantage of these techniques is that they are suitable only
when rules for determining the occurrence of an event are clear and well understood. The second category is to detect
changes in the flow of the time-series values and label these changes as events (e.g., see [37]). The underlying assumption
of these models is that it is possible to mathematically model a time-series to detect unusual variations. The advantage of
this approach is that it requires no previous knowledge of the problem domain. However, its main disadvantage is that it
looks at the time-series from only one dimension, assuming events are correlated by the past behaviour in the time-series
itself and ignoring the fact that other variables may cause an event. Another disadvantage is that it defines events based on
time-series variations and prevents the user from defining a particular event of interest.

For the purpose of this work, we consider an event to be the occurrence of an occasion defined by the user. For example,
given a time-series vector V ¼ fðxtÞjt ¼ 0 � � � tmaxg, a user may sometimes be interested in knowing when the highest point
(i.e., max xj for 0 6 j 6 tmax) is likely to occur (tmax is the size of the time-series). In general, the user may be interested in
knowing when the nth point will occur (e.g., highest point, second highest, or the lowest point in an unseen time-series),
depending on the problem domain.

The contributions of this paper are twofold:

1. We propose an unsupervised learning framework based on GP to predict the position of any particular target event
(defined by the user) in an unseen time-series.

2. Unlike other time-series-event based detectors, the proposed framework learns the behaviour of the environment
that generates the time-series itself and uses this knowledge to predict when a target event is likely to occur in
an unseen time-series.

The proposed framework receives training examples of historical time-series vectors generated from the same environ-
ment and uses GP to automatically build a library of candidate temporal features. In this paper we will use the term ‘‘behav-
iour’’ to refer to statistical features. Thus, for example, as illustrated in Fig. 1, two time-series V1 and V2 generated from the
same environment may not be identical but have similar behaviour in their trends of going up and down. In real-world appli-
cations, the environment can be anything including, but not limited to, stock markets, buyer–seller negotiations, or prices of
oil, gas, or electricity in international markets.

The proposed framework works as follows. The examples of the training set are first put in different bins based on the
exact time (in ½0; tmax�) at which the event of interest happens. All bins are considered independent learning problems,

Fig. 1. V1 and V2 not identical but have similar behaviour.
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