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a b s t r a c t 

Fuzzy Cognitive Maps (FCM) are Recurrent Neural Networks that are used for modeling 

complex dynamical systems using causal relations. Similarly to other recurrent models, 

a FCM-based system repeatedly propagates an initial activation vector over the causal 

network until either the map converges to a fixed-point or a maximal number of cy- 

cles is reached. The former scenario leads to a hidden pattern, whereas the latter implies 

that cyclic or chaotic configurations may be produced. It should be highlighted that FCM 

equipped with discrete transfer functions never exhibit chaotic states, but this premise 

cannot be ensured for systems having continuous neurons. Recently, a few studies dealing 

with convergence on continuous FCM have been introduced. However, such methods are 

not suitable for FCM-based systems used in pattern classification environments. In this pa- 

per, we first review a new heuristic procedure called Stability based on sigmoid Functions, 

which allows to improve the convergence on sigmoid FCM, without modifying the weights 

configuration. Afterwards, we examine some drawbacks that affect the algorithm perfor- 

mance and introduce solutions to enhance its performance in pattern classification envi- 

ronments. Additionally, we formalize several definitions which were omitted in the original 

research. These solutions lead to accurate classifiers and prevent specific scenarios where 

the method may fail. Towards the end, we conduct numerical simulations across six FCM- 

based classifiers with unstable features in order to evaluate the proposed improvements in 

pattern classification environments. 

© 2016 Elsevier Inc. All rights reserved. 

1. Introduction 

In recent years the FCM theory [17] has become a proper tool for designing knowledge-based systems with interpretable 

features. Essentially, a FCM is an information network where graph nodes represent objects, states, concepts or entities of 

the investigated system and comprise a precise meaning for the problem domain. Such concepts are equivalent to neurons in 

connectionist models and are connected by causal relationships that normally take values in the range [ −1 , 1 ] . The direction 

and intensity of causal relations involve the quantification of a fuzzy linguistic variable which is assigned by experts during 

the modeling phase [18] . These elements iteratively interact during the inference phase when updating the activation value 

of each neuron. More explicitly, a FCM exploits an activation vector by using a rule similar to the standard McCulloch-Pits 
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schema [25] . It implies that the activation degree of each map neuron is given by the value of the transformed weighted sum 

that this processing unit receives from connected neurons on the causal network. This activation value actually comprises an 

interpretable feature for the modeled system, that is, the higher the activation value of a concept, the stronger its influence 

(positive or negative) over the connected neural entities. 

Although FCM are considered as neural systems, there are important differences regarding other types of artificial neural 

networks (ANN). Classical ANN models regularly perform like black-boxes , where both neurons and connections do not have 

any clear specific meaning for the problem itself. However, all the neurons of the FCM have a precise meaning for the 

physical system and correspond to specific variables. It should be highlighted that a FCM does not comprise hidden neurons 

since these entities could not be interpreted, and thus, the system becomes impossible to be modeled. This suggests that 

the representation capability of the FCM is superior compared to ANN models. 

Unlike to feed-forward artificial neural networks [2,25,44] , FCM are recurrent neural models since they support back- 

ward connections and sometimes form cycles in the causal graph, which denote the underlying relation among variables. 

These backward relations (called feedback) enable the network to storage a previous state memory in order to compute 

the outputs of the current state and maintain a sort of recurrence to the past processing [9] . During the inference phase 

the updating rule is repeated until (i) the system converges to a fixed-point attractor or (ii) a maximal number of cycles 

is reached. The former implies that a hidden pattern was discovered [19] while the latter suggests that the outputs are 

cyclic or completely chaotic. Observe that a FCM will produce a state vector at each discrete-time step (iteration step) that 

comprises the activation degree of all neurons. 

If the FCM is able to converge in a fixed-point attractor, then the map will produce the same output for each iteration 

step, and thus the activation degree of neurons will remain without change (or the changes are infinitesimal). On the other 

hand, a cyclic FCM produces dissimilar responses with the exception of a few states that are periodically produced. The last 

possible scenario is related to chaotic configurations on which the system produces different state vectors, and thus a stable 

pattern cannot be concluded. The fixed-point attractors are desirable since the responses computed by the modeled system 

become consistent. On the contrary, non-stable FCM produce inconsistent outcomes, being impossible to made suitable 

decisions. In these scenarios the reasoning (updating) rule stops once a maximal number of iterations is reached, and so the 

state vector is calculated from the last response. However, this output is partially unreliable due to the lack of convergence. 

The non-stable conditions are mostly related with the causal weight matrix that describes the modeled system. More 

explicitly, a perfectly symmetric weight matrix implies the existence of a large number of positive cycles in the modeled 

system. Such cycles provide the system with positive feedback loops that amplify any initial change and thus lead to ex- 

ponential growth or decline [49] . On the other hand, antisymmetric causal weight matrixes imply the existence of strong 

negative cycles with odd number of connections, providing the FCM with negative feedback loops that counteract any initial 

stimulus. Therefore, after a time period equal to the length of the cycle the neuron to which the initial stimulus was intro- 

duced will receive an influence that has an opposite sign from the initial change. This leads the system to periodic behavior 

and the creation of limit cycles. 

A mentioned before, the responses in non-stable FCM-based models become inconsistent and making a precise decision 

is not possible. In such models we cannot simply modify the weight matrix to reach convergence without altering the 

physical representation of the system, which is often established by experts in a given domain. On the other hand, we 

cannot codify all scenarios to perfectly symmetric weight matrices because it implies that all pairs of neurons are equally 

influenced, and this statement is not true for all application domains. Even when no expert is involved during the system 

modeling (i.e. parameters required to design the causal network are automatically learned from historical data) the FCM 

may decrease its ability to recognize new patterns. That is why more efficient strategies to improve the convergence of 

FCM-based classifiers are still required. 

Another element closely related to the convergence on FCM-based systems is the nonlinear transfer function f (. ) that is 

used to keep the activation value of neurons in the activation interval. The most frequently used variants are the sign func- 

tion (which produces binary outputs), the trivalent function (which produces ternary outputs) and the sigmoid function [5] . 

The discrete transformation functions (i.e. bivalent and trivalent) produce a finite number of different states. This happens 

because FCM are deterministic and so, if it reaches a state to which it has been previously, the system will enter a closed 

orbit which will always repeat itself [48] . For example, a binary FCM having M neurons will produce at most 2 M different 

states where these states are located in the corners of the [ 0 , 1 ] M hypercube. This suggests that binary FCM can converge 

to a fixed-point attractor or can show cyclic patterns (with an exponential period in the worst scenario) but never produce 

chaotic responses. A trivalent FCM will produce at most 3 M different states situated at the corners, at the middle of the 

edges, at the center of the sides and at the center of the [ −1 , 1 ] M hypercube. On the contrary, FCM equipped with continu- 

ous transfer functions can exhibit chaotic behaviors since the FCM could produce infinite different states freely distributed 

in the space defined by the [ −1 , 1 ] M hypercube. 

Recently Nápoles et al. [33] proposed a heuristic algorithm for improving the convergence of sigmoid FCM, without 

varying the weights defined by experts or automatically computed from historical data using a learning algorithm. The 

procedure essentially modifies the original system by using “excitable neurons” allowing the improvement of the system 

convergence. The excitation (or inhibition) effect at each iteration step is achieved by using a custom transfer function f i (x ) 

for each neuron C i instead of using the same function for all neurons [34] . This heuristic procedure decreases the variability 

on the system responses for consecutive cycle steps, without altering the capability of the FCM-based model for recognizing 

new patterns. From numerical simulations, the authors observed four scenarios: (i) the convergence rate on stable maps was 



Download English Version:

https://daneshyari.com/en/article/392287

Download Persian Version:

https://daneshyari.com/article/392287

Daneshyari.com

https://daneshyari.com/en/article/392287
https://daneshyari.com/article/392287
https://daneshyari.com

