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a b s t r a c t 

Bidimensional Empirical Mode Decomposition (BEMD) interprets an image as a superposition 

of Bidimensional Intrinsic Mode Functions (BIMFs). They are extracted by a process called 

sifting, which encompasses two-dimensional surface interpolations connecting a set of lo- 

cal maxima or minima to form corresponding envelope surfaces. Existing surface inter- 

polation schemes are computationally very demanding and often induce artifacts in the 

extracted modes. This paper suggests a novel method of envelope surface interpolation 

based on Green’s functions. Including surface tension greatly improves the stability of the 

new method which we call Green’s function in tension -based BEMD (GiT-BEMD). Simula- 

tion results, using toy images with various textures, facial images and functional neuroim- 

ages, demonstrate the superior performance of the new method when compared to its 

canonical BEMD counterpart. GiT-BEMD strongly speeds up computations and achieves a 

higher quality of the extracted BIMFs. Furthermore, GiT-BEMD can be extended simply to 

an ensemble-based variant (GiT-BEEMD), if needed. In summary, the study suggests the 

new variant GiT-BEMD as a highly competitive, fast and stable alternative to existing BEMD 

techniques for image analysis. 

© 2016 Elsevier Inc. All rights reserved. 

1. Introduction 

1.1. Background 

Empirical mode decomposition (EMD), as pioneered by Huang et al. [21] , is a data driven signal processing algorithm 

that quantitatively decomposes any nonlinear and non-stationary data into intrinsic modes, thereby obtaining local features, 

and their related time-frequency distribution. The first step of this method decomposes the data/signal into its charac- 

teristic intrinsic mode functions (IMFs) [12,58] while the second step finds the time frequency distribution of the data 

from each IMF by utilizing the concepts of Hilbert transform and instantaneous frequency. The complete process is also 
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known as the Hilbert–Huang Transform (HHT) [4] . Lacking any rigorous mathematical basis, [68] advocated local physi- 

cal rather than global mathematical constraints to preserve any physical meaning of the IMFs extracted. Soon after its in- 

vention, this decomposition technique has been extended to analyze multi-dimensional data sets [17,36,37,42,67] including 

complex-valued data sets [4,23,33,56] and implementations on GPUs for parallel processing [11] . Besides an extension to 

multi-dimensional data sets, EMD also has been extended to multi-variate data sets, most notably multi-channel recordings 

of biomedical signals [18,24,40,43–46,50] . Since its invention numerous applications of EMD have been reported in such 

diverse fields as functional neuroimaging [19,41,49] , face recognition [20] , facial emotion recognition [3] , biomedical signals 

[5,25,35,39,47,52,71,72] , neuromonitoring [16] , analysis of complex networks [27] , image enhancement [10] , fault diagnosis of 

mechanical systems [26] , ultrasound echo detection [34] , speaker identification [65] , speech enhancement [24] , forecasting 

[1] , moving target recognition [73] etc. just to mention a few more recent publications. However, most of these applications 

concern one-dimensional data sets and corresponding EMD algorithms. 

Obviously, two-dimensional image data sets were of special interest [48] . In a first approach, such two-dimensional data 

was treated as a collection of one-dimensional slices, which were decomposed with one-dimensional EMD [31,32] . This 

procedure is called pseudo-two-dimensional EMD [67] . The latter technique treats each row and/or each column of the 2D 

data set separately by a 1D EMD, which renders the sifting process faster than in a genuine 2D decomposition. But this 

parallel 1D implementation results in poor BIMF components compared to the canonical 2D procedure due to the fact that 

the former ignores the correlation among the rows and/or columns of a 2D image [29] . In addition, pseudo-2D-EMD needs 

a coherence structure associated with the spatial scales in a particular direction, which significantly limits its use. These 

recent developments in analysis methods for non-linear and non-stationary data sets have received considerable attention 

by image analysts. Thus several attempts have been started lately to extend EMD to multi-dimensional data sets like two- 

dimensional (2D) data arrays and images. These extensions are variously known as bidimensional EMD (BEMD), image EMD 

(IEMD), 2D EMD and so on [13,28,30,31,36–38,69,70] . Some of these works especially exploit mode decompositions to com- 

pute texture information contained in the images. In [74] a new two-dimensional EMD (2DEMD) method is proposed, which 

is claimed being faster and better-performing than current 2DEMD methods. In [69] rotation-invariant texture feature vec- 

tors are extracted at multiple scales or spatial frequencies based on a BEMD. In Nunes et al. [36–38] the BEMD-based texture 

extraction algorithm is demonstrated in experiments with both artificial and natural images. A major breakthrough has been 

achieved by Wu et al. [67] , who recently proposed a Multi-dimensional Ensemble Empirical Mode Decomposition (mdEEMD) 

for multidimensional data arrays. This algorithm turned out to be very efficient in practical two-dimensional applications, 

especially if combined with Ensemble Empirical Mode Decomposition (EEMD) [66] . Lately also a full Bayesian approach, based 

on a reversible jump Markov Chain Monte Carlo procedure to sample from the unknown posteriors, has been proposed by 

Bouguila and Elguebaly [8] and applied for image texture retrieval and classification. Although this represents an optimal 

data analysis technique, its computational complexity is prohibitive, especially when big data have to be considered. 

The computationally most demanding operation of all these algorithms involves an envelope surface interpolation step. 

While cubic spline interpolation is preferred for 1D interpolation [57] , various types of radial basis function, multilevel 

B-spline, Delaunay triangulation, Order-Statistics Filter, Finite Elements method and so on have been used for 2D scattered 

data interpolation [21,70] . Among them, Delaunay triangulation and a Finite Elements Method provide relatively faster de- 

composition compared to the other methods. In [13] , the influence of various interpolation methods is studied, and a sifting 

process is proposed based on a Delaunay triangulation with subsequent cubic interpolation on triangles. Subsequently, the 

envelope surface interpolation step is replaced by either a direct envelope surface estimation method or radial basis func- 

tion interpolators [6,7] . Finally, the modified 2D EMD algorithm proposed in [69] implements the FastRBF algorithm for the 

estimation of the envelope surfaces. 

1.2. Motivation and outline 

However, in multi-dimensional EMD it is generally required finding local maxima and local minima, jointly known as 

local extrema, and subsequently interpolating these points in each iteration of the process. In general, surface interpolation 

schemes have to face the following issues: 

Computational load: Local extrema of an one-dimensional (1D) signal are obtained using either a sliding window or 

local derivative, and local extrema of a 2D data/image set are extracted using either a sliding window technique or various 

morphological operations [21,36–38] . Hence, detection and interpolation of local extrema during each iteration render the 

process complicated and time consuming. The situation is more difficult for the case of BEMD as it requires an interpola- 

tion of a set of 2D scattered two-dimensional data arrays during each iteration. For some images decomposition may take 

hours or days unless any additional stopping criterion is employed. However, additional stopping criteria may result in an 

inaccurate and incomplete decomposition [22,53] . 

Boundary artifacts: Another common and significant problem related to the interpolation of scattered 2D data in BEMD 

is that the maxima or minima map often does not contain any data points (interpolation centers) at the boundary region. 

This shortcoming becomes especially severe for bidimensional intrinsic modes, henceforth called BIMFs, extracted at the 

end of the decomposition process where spatial frequencies are low and the modes encompass only few extremal points. 

Currently available interpolation methods for scattered data are inefficient in handling this kind of situation. Additionally, the 

effect of incorrect interpolation at the boundary gradually propagates towards the central region from iteration to iteration, 

and from BIMF mode to BIMF mode, causing corrupted BIMFs. 
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