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algorithms. To address this problem, this paper presents a new, memory-based evolutionary
approach for applying the Bayesian optimization algorithm (BOA) in dynamic environments.
Our proposed method, unlike existing memory-based methods, uses the knowledge of for-
mer environments probabilistically in future environments. For this purpose, the run of BOA

Ié?;/g;:\is.cmtimization algorithm is modeled as the movements in a Markov chain, in which the states become the Bayesian
Dynamic environments networks that are learned in every generation. When the environment changes, a stationary
Markov chain distribution of the Markov chain is defined on the basis of the retrieved prior knowledge. Then,
Memory-based method the transition probabilities of BOA in the Markov chain are modified (biased) to comply with

the defined stationary distribution. To this end, we employ the Metropolis algorithm and mod-
ify the K2 algorithm for learning the Bayesian network in BOA in order to reflect the obtained
transition probabilities. Experimental results show that the proposed method achieves im-
proved performance compared to conventional methods, especially in random environments.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

For many real-world problems, their environments might change during the optimization process. Environmental changes
can take various forms such as changes in the parameters, objective functions, or constraints [3,31,50]. When the environment
varies, the optimum of that problem tends to be altered as well. Dynamic optimization problems may take into account any of
these uncertain events in the optimization process [18,30,46]. Examples include scheduling problems where new jobs arrive over
time [4,43], vehicle routing problems where new request arrivals vary with time [4], portfolio-decision optimization problems
where the stock market changes and the decisions should be updated consistently [3], and flight path optimization problems
where the flight paths should be adapted to special events [3]. In the dynamic optimization problems, the objective is not only
finding the optimum solution but also tracking it in a timely manner [51]. In cases where the problem after the environmental
change remains similar to previous problems, we can use the knowledge acquired while searching for previous solutions to find
the solution to the new problem [18]. Thus, searching for a new solution based on the previous solutions can save computation
time [45].

Many real-world dynamic problems have been solved by various soft computing techniques, such as neural networks, particle
swarm optimization, and ant colony algorithm [5,6,24,26,33,44,47,54]. Evolutionary algorithms inspired by natural evolution
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can be especially powerful tools for solving dynamic optimization problems [51]. As a class of evolutionary algorithms [10],
estimation of distribution algorithms (EDAs) [22,36,37] have been proposed to resolve the “building blocks destruction” problem.
In EDAs, instead of using the standard (genetic) operators, probabilistic models that describe high-quality solutions are used to
generate new solutions [29]. Various versions of EDAs differ in their probabilistic models. Meanwhile, numerous evolutionary
methods have been proposed to handle the dynamic optimization problems. These methods are classified as follows [2]: (a)
reaction of the algorithm after the change, (b) preserving the diversity during the run, (c) memory-based approach, and (d) multi-
population approach. In the memory-based approach, evolutionary algorithms are supported by a memory that stores useful
information regarding the optimization problems in the previous environments. Compared to other evolutionary algorithms,
EDAs have more potential to be used as memory-based dynamic optimization approaches because their probabilistic models
contain abstract information about the previous environments [38]. These models can be efficiently stored in the memory, and
this memory can be managed in a simple, rapid manner [38]. When environmental change occurs, the relevant information is
retrieved and used to solve the new problem [18].

As mentioned, EDAs have greater potential than other evolutionary algorithms to be used for memory-based dynamic op-
timization approach, and some researchers have successfully applied EDAs to memory-based dynamic optimization. Section 2
reviews these studies.

There is a common feature in all EDA approaches: knowledge of the previous environments is stored in the memory; when
a change occurs, the relevant knowledge is retrieved and utilized directly to solve the new problem. When the environmental
changes are repetitive or the new environments are similar to the former ones, the retrieved knowledge can be compatible with
the new environments. Hence, memory-based methods that deterministically utilize former knowledge are highly efficient.
When a change occurs in new environments that are not sufficiently similar to the former ones, no compatible knowledge will
be found in the memory. In addition, the similarity measure used for searching the memory and finding the relevant knowledge
might not be reliable. In that case, knowledge that seems compatible in the new environment would mislead evolutionary
algorithms, and making use of the retrieved knowledge in a deterministic manner would not be effective. The performance
achieved with this knowledge may even be lower than when no prior knowledge is used because this inaccurate knowledge can
bias evolutionary algorithms toward an incorrectly estimated region in the search space, resulting in the algorithms becoming
stuck at sub-optimal points.

In this paper, we address the problem of memory-based evolutionary algorithm misguidance from use of inaccurate prior
knowledge. We study the probabilistic use of uncertain prior knowledge in dynamic environments and develop, using Markov
chain modeling, a new memory-based method that employs the BOA. To this end, the run of BOA in the dynamic environments
is modeled as the movements between the states in a heterogeneous Markov chain. When the environment changes, relevant
knowledge is retrieved from the memory and it is used to define a stationary distribution (which persists forever once it is
reached) for visiting the states of the Markov chain. Then the transitions of BOA between the states are controlled in order to
satisfy the defined stationary distribution.

In our proposed method, some stages are inspired from our previously presented method called DBN-MBOA [19] in order
to improve the method. DBN-MBOA [19] is a memory-based BOA that uses prior knowledge certainly and, therefore, like other
memory-based evolutionary algorithms, suffers from the misguidance problem. Here, we attempt to resolve that problem by
using the prior knowledge probabilistically.

The rest of the paper is organized as follows. Section 2 reviews the previous studies conducted on memory-based dynamic
optimization. Section 3 briefly reviews the BOA and the DBN-MBOA. In Section 4, the stochastic process of “transition of BOA
between consecutive generations” is modeled as “the movements among the states of a heterogeneous Markov chain”; thus, we
control the movement of BOA among the states of Markov chain to address optimization in dynamic environments. Section 5
describes in detail the new method to bias the transition of BOA in the Markov chain along with its mathematical relations. The
section also discusses the characteristics of the Markov chain in the proposed algorithm. The experimental results are demon-
strated in Section 6; finally, Section 7 concludes the paper with a summary.

2. Literature review

This section reviews the previous studies on memory-based dynamic optimization. The first work, univariate marginal dis-
tribution algorithm [29], the simplest version of EDAs, was applied to dynamic optimization problems [49]. In [49], the best
samples created by the probability vector of univariate marginal distribution algorithm are stored in the memory, which is re-
evaluated in every generation. If the fitness of any memory element varies, the environment is detected to be changed. The
memory is then merged with the current population to form a new population. Another approach that employed univariate
marginal distribution algorithm was presented in [51], where the probability vectors of the algorithm are stored in the memory
together with the best solutions. Each memory element consists of two parts: the best solution and the probability vector. The
best solutions stored in the memory are re-evaluated in every generation. If environmental change is detected, the probability
vector of the best memory element (i.e., the memory element with the highest fitness) is retrieved. Then, new candidate so-
lutions to the problem are created from the probability vector, and these solutions are merged with the current population. In
[53], another EDA, called population-based incremental learning [ 1], was used in memory-based dynamic optimization. Similar
to the univariate marginal distribution algorithm, population-based incremental learning uses a probability vector. The learning
process of this algorithm is conducted using an incremental process; in every generation, the probability vector is updated to-
ward the best individual in the population. As in [51], the best solutions and the probability vectors are stored together in the
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