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a b s t r a c t

We propose a generalization of Pawlak’s rough set model for the multi-agent situation, where

information from an agent can be preferred over that of another agent of the system while

deciding membership of objects. Notions of lower/upper approximations are given, which de-

pend on the knowledge base of the sources as well as on the position of the sources in the

hierarchy giving the preference of sources. A quantified modal logic is proposed to reason

about the properties of the proposed approximations. A sound and complete deductive sys-

tem for the logic is also presented. Moreover, it is shown how the properties of the proposed

approximations can be deduced as theorems of this deductive system.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

In Pawlak’s rough set model [24], knowledge is understood as the ability to classify objects, which are taken from a fixed do-

main U. Any classification is a partition of the domain. Thus, it is based on the simple structure of approximation space, consisting

of an equivalence relation R over a set U of objects. Objects being in the same equivalence class of R are indiscernible by means

of knowledge provided by R. Based on this simple idea, any concept X given as a subset of U, is then approximated from within

and outside using the knowledge base R. The union of all equivalence classes [x]R with [x]R ⊆ X gives the lower approximation of

X, denoted as X R, while the union of all equivalence classes having a non-empty intersection with X gives the upper approxima-

tion of X, denoted as XR. The set BR(X ) := XR \ XR denotes the boundary of X. The elements of the sets X R, (XR)c, and BR(X) are

respectively called the positive, negative, and boundary elements of X.

A practical source of a Pawlak approximation space is an information system [25], formally defined as a tuple S :=
(U, A, {Vala}a∈A, f ), consisting of a non-empty set U of objects, a non-empty set A of attributes, a non-empty set Vala of at-

tribute values for each a ∈ A, and f : U × A → ⋃
a∈A Vala such that f(x, a) ∈ Vala. Any information system S := (U, A, {Vala}a∈A, f )

and B ⊆ A would induce an indiscernibility relationIndS (B) on U:

x IndS (B) y if and only if f (x, a) = f (y, a) for all a ∈ B.

One can easily verify that IndS (B) is an equivalence relation. Thus, given an information system S, and a set B of attributes, we

obtain an approximation space (U, IndS (B)).

Over the years it has been observed that Pawlak’s simple idea of rough set theory needs extensions to make it applicable

to different practical situations. Therefore, one can find several generalizations of rough set theory in literature. The variable
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precision rough set model [35], the rough set model based on covering [26], neighborhood system [21] and tolerance relation [30],

the Bayesian rough set model [31], the fuzzy rough set model [6] are a few instances of it. Another extension of Pawlak’s rough

set model is obtained by considering a natural generalization of approximation space where one is provided with a collection of

relations instead of just one. The notion of information structure proposed by Orłowska [23] is an instance of such a structure. It is

defined as a tuple (U, {RB}B⊆A), where A is a non-empty set of parameters or attributes and for each B ⊆ A, RB is an equivalence

relation on U satisfying,

R∅ = U × U (1)

RB∪C = RB ∩ RC . (2)

The condition (1) signifies that we can distinguish objects only using the information about the objects regarding the attributes.

With the aim to obtain new properties, some authors (e.g. [8,10]) have also considered operations on the collection of indiscerni-

bility relations. For instance, in [8], the intersection and transitive closure of union of indiscernibility relations are considered.

The collection of equivalence relations over the same domain is also studied in [28]. The multi-agent scenario is investigated

where each agent has its own knowledge base represented by an equivalence relation. Thus in [28], a structure of the form

(U, {Rt}t∈T ) is considered, where T is a set of terms built using a set T of individual agent constants and two binary operations ∧
and ∨ such that

• for each a ∈ T , Ra is an equivalence relation on U,

• for a, b ∈ T ,

U|Ra∨b := {[x]Ra
∩ [y]Rb

: [x]Ra
∩ [y]Rb

�= ∅} and

U|Ra∧b := {[x]Ra
∪ [y]Rb

: [x]Ra
∩ [y]Rb

�= ∅}.
If Ra and Rb represent the knowledge base of the agents a and b respectively, then Ra∨b and Ra∧b are respectively called

the strong distributed knowledge base and weak distributed knowledge base of the group {a, b} of agents. It is instructive to note

that Ra∨b = Ra ∩ Rb, and hence the notion of strong distributed knowledge base can be identified with the notion of distributed

knowledge in epistemic logic [7]. Therefore, from now onwards, we will write distributed knowledge to mean strong distributed

knowledge.

In [13–15], rough set theory is again explored in multi-agent scenario, although the more general term ‘source’ is used there

instead of ‘agent’. The authors in [13] raised the important issues of counterparts of the standard rough set concepts such as ap-

proximations of sets, definability of sets, membership functions in the multi-agent case, and proposed the notions of strong/weak

lower and upper approximations. At this juncture, we would like to add that the notions of pessimistic and optimistic ap-

proximations proposed by Qian et al. [27] in multi-granulation rough set model are mathematically the same as the notions

of strong/weak approximations.

Since the proposals of Khan and Banerjee [13] and Qian et al. [27], there has been a lot of research on the multi-granulation

rough set model (e.g. [11,17,19,20,29,32,33]). In this article, we also focus on such a model, but with motivation from the multi-

agent situation. At this point, it is pertinent to note that most of the studies of rough set theory under multi-agent system,

including the one done in [13], are based on the assumption that each source is equally preferred. The interest of the present

work lies in the situation where one source may be preferred over another source of the system in deciding membership of an

object. For instance, we could make the assumption that a source will always prefer himself/herself (i.e. his/her knowledge base)

over that of the other sources of the system. Thus with this assumption, if we find that x ∈ XR1
∩ BR2

(X ) and y ∈ XR2
∩ BR1

(X ),

R1, R2 being the knowledge bases of sources 1 and 2 respectively, then source 1 will put more possibility on x to be an element

of X than y. Observe that in the above conclusion, not only the knowledge base of the sources but also the preference of source

1 is playing a role. The current article presents a rough set model where a preference order on the set of sources will also be

considered. Moreover, we shall define notions of approximations that depend on the knowledge base of the sources as well as

on the position of the sources in the hierarchy giving the preference of sources.

There have been extensive studies on the logics with semantics based on the structures inherited from rough set theory. The

modal nature of the lower and upper approximations was evident from the beginning. Hence, it is of no surprise that normal

modal systems were focussed upon, during investigations on logics for rough sets. In particular, in case of Pawlak rough sets, the

two approximation operators clearly obey all the S5 laws. With the evolution of rough set theory with time, more expressive

logics were required to be introduced to reason about approximations (cf. e.g. [2,5]). Consequently, in literature, one can find

complete formal systems for reasoning based on rough set theory in multi-agent systems (e.g. [4,13,15,28]). The languages of most

of these logics have ‘agent-constants’, and one or more binary operations are used to build the set of terms. The modal operators

are indexed with these terms, which, in turn, are used to capture approximations relative to the knowledge base of individual

or groups of agents. A binary relational symbol ⇒ on the set of terms is also used in [28]. The expression s⇒t reflects that “the

classification ability of agent t is at least as good as that of agent s”. In [13,15], the first order logic feature of quantification is also

incorporated into the proposed logic. This enables the logic to capture quantification over the knowledge bases of the systems.

With this feature, the logic presented in [13,15] is able to capture the notions of strong/weak approximations proposed in [13].

In this article, we will work on an extension of this logic so that the extended logic will have the expressibility power of the logic

proposed in [15], and, in addition to this, it will also be able to capture the preference ordering on the set of agents. This will

enable the logic to capture the notions of approximations proposed in this article.
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