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a b s t r a c t

One of the most popular tools for mining data streams are decision trees. In this paper we
propose a new algorithm, which is based on the commonly known CART algorithm. The
most important task in constructing decision trees for data streams is to determine the best
attribute to make a split in the considered node. To solve this problem we apply the Gauss-
ian approximation. The presented algorithm allows to obtain high accuracy of classifica-
tion, with a short processing time. The main result of this paper is the theorem showing
that the best attribute computed in considered node according to the available data sample
is the same, with some high probability, as the attribute derived from the whole data
stream.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

Among the plenty of techniques and methods used in machine learning or data mining, the classification seems to be one
of the most important [14,21,31,35]. Let Ai denotes the set of possible values of attribute ai, for i ¼ 1; . . . ;D. The aim of the
classification task is to find a classifier h : A1 � � � � � AD ! f1; . . . ;Kg based on the training dataset S � A1 � � � � �
AD � f1; . . . ;Kg. The dataset S consists of n elements sm ¼ ðvm; kmÞ ¼ ð½v1

m; . . . ;vD
m�; kmÞ; m ¼ 1; . . . ;n, where

� v i
m 2 Ai is the value of attribute ai for data element sm,

� km 2 f1; . . . ;Kg is a class of data element sm.

The classifier h is used to assign a class k 2 f1; . . . ;Kg to unlabeled data elements v 2 A1 � � � � � AD. For static datasets a
variety of classification methods have been proposed in literature. The most popular are neural networks [29,30], k-nearest
neighbors [4] or decision trees [3,26,27], which are within the scope of this paper. The decision tree is a structure composed
of nodes and branches. Terminal nodes are called leaves. To each node Lq, which is not a leaf, an appropriate splitting attri-
bute ai is assigned. The assignment of the attribute to the considered node is the crucial part of the decision tree construction
algorithm. Usually the choice of the attribute is based on some impurity measure, calculated for the corresponding subset Sq

of the training dataset S. The impurity measure is used to calculate the split measure function for each attribute. According to
the chosen attribute, the node is split into child nodes, which are connected with their parent nodes by branches. There exist
two types of decision trees: binary and non-binary. In the case of non-binary tree, the node is split into as many children as
the number of elements of set Ai. Each branch is labeled by a single value of attribute ai. If the tree is binary, the node is split
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into two child nodes. The branches are labeled by some complementary subsets of Ai. According to the branches, the set Sq is
partitioned into subsets, which then become the training subsets in the corresponding children nodes. Leaves serve to label
unclassified data elements.

The existing algorithms for decision trees construction differ mainly in the two fields mentioned above: type of tree (bin-
ary or non-binary) and type of impurity measure. The ID3 algorithm [26], for example, produces non-binary trees. As the
impurity measure the information entropy is applied. The split measure function, based on it, is called the information gain.
An upgraded version of the ID3 algorithm, also based on the information entropy, is the C4.5 algorithm [27]. In this algorithm
an additional function, called the split information, is proposed. It takes high values for attributes with large domains. As the
split measure function in the C4.5 algorithm, the ratio of the information gain and the split information is used. In the CART
algorithm [3] binary trees are constructed. The impurity measure is in the form of Gini index.

The algorithms mentioned above (ID3, C4.5 and CART) are designed for static datasets. They cannot be applied directly
to data streams [1,2,7,11–13,24], which are of infinite size. Moreover, in case of data streams data elements income to
the system continuously with very high rates. Additionally, the concept drift may occur [8,10,17,20,22,34], which means
that the concept of data evolve in time. In the literature there are various approaches to deal with data streams. In recent
decade an appropriate tool to solve data streams problems is incremental learning [6,15,25]. Among few characterizations
of incremental learning presented in the literature we cite [15] stating that ’incremental learning should be capable of
learning a new information and retaining the previously acquired knowledge, without having access to the previously
seen data’. It is easily seen that the approach based on the decision trees possesses main features of the incremental
learning.

In this paper we present a method to adapt the CART algorithm to deal with data streams. The main problem is to deter-
mine the best attribute in each node. Since it is not possible to compute the values of split measure based on infinite dataset,
they should be estimated using the sample of data in considered node. Then, with some probability, one can say whether the
best attribute according to this sample is also the best with respect to the whole stream. In the literature there are few ap-
proaches to solve this problem:

(a) The commonly known algorithm called ‘Hoeffding’s Tree’ was introduced by P. Domingos and G. Hulten in [5]. The
main mathematical tool used in this algorithm was the Hoeffding’s Theorem [16] in the form:

Theorem 1. If X1;X2; . . . ;Xn are independent random variables and ai 6 Xi 6 bi ði ¼ 1;2; . . . ;nÞ, then for � > 0

PfX � E½X�P �g 6 e�2n2�2=
Pn

i¼1
ðbi�aiÞ

2

; ð1Þ

where X ¼ 1
n

Pn
i¼1Xi and E½X� is expected value of X.

For ai ¼ a and bi ¼ b, (i ¼ 1;2; . . . ;n) it states that after n observations the true mean of the random variable of range
R ¼ b� a does not differ from the estimated mean by more than

�H ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 ln 1=a

2n

s
ð2Þ

with probability 1� a. However, we would like to emphasize that the Hoeffding’s bound is wrong tool to solve the problem
of choosing the best attribute to make a split in the node. This observation follows from the fact that the split measures, like
information gain and Gini index, cannot be presented as a sum of elements and they are using only frequency of elements.
Moreover, Theorem 1 is applicable only for numerical data. Therefore the idea presented in [5] violates the assumptions of
Theorem 1 and the concept of Hoeffding Trees has no theoretical justification.

(b) In [33] the authors proposed new method in which they used the McDiarmid’s inequality [23] instead of Hoeffding’s
bound as a tool for choosing the best attribute to make a split. First the function f ðSÞ was proposed as a difference
between the values of Gini indices of two attributes

f ðSÞ ¼ Giniax ðSÞ � GiniayðSÞ: ð3Þ

By applying the McDiarmid’s inequality to independent elements in dataset S authors obtained the value of

�M ¼ 8

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lnð1=aÞ

2n

r
; ð4Þ

such that for any fixed a, if f ðSÞ > �M , then with probability 1� a attribute ax is better to make a split than attribute ay.
(c) In [18] the authors proposed a method, based on the Multivariate Delta Method, for determining if the best attribute
calculated from the data sample in considered node is also the best according to the whole stream. Even though the idea
was valuable, the authors omitted the issue of calculating some of the necessary parameters what is not trivial. Therefore,
the method does not have any practical application.
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