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a b s t r a c t

Most stream classifiers are designed to process data incrementally, run in resource-aware
environments, and react to concept drifts, i.e., unforeseen changes of the stream’s underly-
ing data distribution. Ensemble classifiers have become an established research line in this
field, mainly due to their modularity which offers a natural way of adapting to changes.
However, in environments where class labels are available after each example, ensembles
which process instances in blocks do not react to sudden changes sufficiently quickly. On
the other hand, ensembles which process streams incrementally, do not take advantage of
periodical adaptation mechanisms known from block-based ensembles, which offer accu-
rate reactions to gradual and incremental changes. In this paper, we analyze if and how the
characteristics of block and incremental processing can be combined to produce new types
of ensemble classifiers. We consider and experimentally evaluate three general strategies
for transforming a block ensemble into an incremental learner: online component evalua-
tion, the introduction of an incremental learner, and the use of a drift detector. Based on
the results of this analysis, we put forward a new incremental ensemble classifier, called
Online Accuracy Updated Ensemble, which weights component classifiers based on their
error in constant time and memory. The proposed algorithm was experimentally compared
with four state-of-the-art online ensembles and provided best average classification accu-
racy on real and synthetic datasets simulating different drift scenarios.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

For the last decades, several machine learning and data mining algorithms have been proposed to discover knowledge
from data [26,18,17]. However, such algorithms are usually applied to static, complete datasets, while in many new appli-
cations one faces the problem of processing massive data volumes in the form of transient data streams. Example applica-
tions involving processing data generated at very high rates include sensor networks, telecommunication, GPS systems,
network traffic management, and customer click logs. The processing of streaming data implies new requirements concern-
ing limited amount of memory, small processing time, and one scan of incoming examples [10,33,22], none of which are
sufficiently handled by traditional learning algorithms and, therefore, require the development of new solutions.

However, the greatest challenge in learning classifiers from data streams is reacting to concept drifts, i.e., changes in dis-
tributions and definitions of target classes over time. Such changes are reflected in the incoming learning instances and dete-
riorate the accuracy of classifiers trained from past examples. Therefore, classifiers that deal with concept drifts are forced to
implement forgetting, adaptation, or drift detection mechanisms in order to adjust to changing environments. Moreover,
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depending on the rate of these changes, concept drifts are usually divided into sudden or gradual ones, both of which require
different reactions [34].

As standard data mining algorithms are not capable of dealing with concept drifts and rigorous processing requirements
posed by data streams, several new techniques have been proposed [14,24]. Out of many algorithms proposed to tackle
evolving data streams, ensemble methods play an important role. Due to their modularity, they provide a natural way of
adapting to change by modifying their structure, either by retraining ensemble members, replacing old component classifiers
with new ones, or updating rules for aggregating component predictions [23]. Current adaptive ensembles can be further
divided into block-based and online approaches [14].

Block-based approaches are designed to work in environments were examples arrive in portions, called blocks or chunks.
Most block ensembles periodically evaluate their components and substitute the weakest ensemble member with a new
(candidate) classifier after each block of examples [33,35]. Such approaches are designed to cope mainly with gradual con-
cept drifts. Furthermore, when training their components block-based methods often take advantage of batch algorithms
known from static classification. The main drawback of block-based ensembles is the difficulty of tuning the block size to
offer a compromise between fast reactions to drifts and high accuracy in periods of concept stability.

In contrast to block-based approaches, online ensembles are designed to learn in environments where labels are available
after each incoming example. With class labels arriving online, algorithms have the possibility of reacting to concept drift
much faster than in environments where processing is performed in larger blocks of data. Many researchers tackle this prob-
lem by designing new online ensemble methods, which are incrementally trained after each instance and try to actively react
to concept changes [2,31]. Some of these newly proposed ensembles are usually characterized by higher computational costs
than block-based methods and the used drift detection mechanisms often require problem-specific parameter tuning. Fur-
thermore, online ensembles ignore weighting mechanisms known from block-based algorithms and do not introduce new
components periodically, thus, they require specific strategies for frequent updates of incrementally trained components.

However, we argue that block-based weighting mechanisms as well as periodical component evaluations could be still of
much value in online environments. We claim that the periodical introduction of new candidate classifiers and incremental
updates of component classifiers should improve the ensemble’s reactions to both sudden and gradual drifts in reasonable
balance with computational costs. Our previous work concerning data stream ensembles suggests that by modifying block-
based ensembles towards incremental classifiers one can improve classification performance [5,6]. These motivations led us
to research questions, which should be examined prior to the construction of a new type of online ensemble: Would a mod-
ification of block-based ensembles towards incremental learners also be beneficial in an online processing environment? Is it
profitable to retain periodic evaluations and weighting mechanisms known from block-based algorithms while constructing
on-line ensembles for concept drifting data streams? Are periodical component evaluations and new classifier insertions bet-
ter than incorporating an online drift detector? Additionally, can error-based weighting proposed for block-based methods
be performed after each example, without the need of dividing data into blocks?

The first aim of our paper is to answer the presented research questions by reviewing existing block-based ensemble
methods, considering different ways of adapting them to online learning, and experimentally evaluating the impact of pro-
posed adaptation strategies. To the best of our knowledge, no such analysis has been previously done. Based on the results of
this experimental study, we propose and experimentally evaluate a new online algorithm, called Online Accuracy Updated
Ensemble, which tries to combine the best elements of block-based weighting and online processing. The contributions of
our paper are as follows:

� In Section 3, we put forward three general strategies for transforming block-based ensembles into online learners. More
precisely, we investigate: (1) the use of a windowing technique which updates component weights after each example,
(2) the extension of the ensemble by an incremental classifier which is trained between component reweighting, and (3)
the use of an online drift detector which allows to shorten drift reaction times. We identify which of these approaches are
the most beneficial for creating a new online ensemble.
� In Section 4, we introduce a new incremental error-based weighting function which evaluates component classifiers as

they classify incoming examples. Next, we put forward the Online Accuracy Updated Ensemble (OAUE), an algorithm
which uses the proposed function to incrementally train and weight component classifiers.
� In Section 5, we experimentally compare the three proposed general transformation strategies and verify whether block-

based algorithms can be successfully transformed into incremental learners. Furthermore, we perform a sensitivity anal-
ysis of the OAUE algorithm, analyze its weighting function, and experimentally compare OAUE with popular online
ensembles on several real and synthetic datasets simulating environments containing sudden, gradual, incremental,
and mixed drifts.
� In Section 6, we discuss the most important issues in transforming block-based ensembles and draw lines of further

research.

2. Background and related works

We assume that learning examples from a stream S appear incrementally as a sequence of labeled examples fxt ; ytg for
t ¼ 1;2; . . . ; T , where x is a vector of attribute values and y is a class label (y 2 fK1; . . . ;Klg). In this paper, we consider a com-
pletely supervised framework, where a new incoming example xt is classified by a classifier C which predicts its class label.
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