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a b s t r a c t

This paper presents a new random weighting method for smoothed quantile processes. A
theory is established for random weighting estimation of smoothed quantile processes. It
proves the weak convergence of the random weighting estimation error. Experiments and
comparison analysis demonstrate that the proposed random weighting method can effec-
tively estimate statistics, and the achieved accuracy and convergence speed are much
higher than those of the Bootstrap method.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

Random weighting is a computational method in statistics. It has received great attention in the recent years, and has
been widely applied to solve different problems [2,7–16,18,19,24,25]. However, there has been very limited research to
use the random weighting method for estimation of quantile processes, which is an important research topic in the areas
such as computational statistics and information technology [1,13,20,21]. Currently, quantile processes are commonly
approximated by using the Bootstrap method [3–6,17,23]. In comparison with the Bootstrap method, the random weighting
method has advantages [8,12,18,26]. It is simple in computation, suitable for large samples and unbiased in estimation, does
not require the knowledge of the distribution function, and performs better than the Bootstrap method for small samples.
Further, the statistical distribution generated by the random weighting method has a probability density function. This
makes the random weighting method very suitable for computing a statistic required to have a probability density function.
Recently, Gao et al. reported some preliminary results on random weighting estimation for quantile processes and associated
confidence intervals [10,13]. However, these studies focused on non-smoothed quantile processes, rather than smoothed
quantile processes.

This paper adopts the random weighting method for the first time to estimate smoothed quantile processes. It establishes
a random weighting theory, showing that the stochastic behavior of the random weighting estimation error asymptotically
converges to the behavior of the kernel density estimation for smoothed quantile processes. Experiments and comparison
analysis have been conducted to comprehensively evaluate the performance of the proposed random weighting method
for estimation of smoothed quantile processes.
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2. Random weighting estimation of smoothed quantile processes

2.1. Random weighting method

Let X1, X2, . . . , Xn be a sample of independent and identically distributed random variables with common distribution
function F(x). Define the corresponding empirical distribution function of F(x) as

FnðxÞ ¼
1
n

Xn

i¼1

IðXi6xÞ ð1Þ

where IðXi6xÞ is the indicator function.
Thus, the random weighting estimation of Fn(x) can be written as

HnðxÞ ¼
Xn

i¼1

ViIðXi6xÞ ð2Þ

where random vector (V1,V2, . . . ,Vn) obeys Dirichlet distribution D(1,1, . . . ,1), i.e.
Pn

i¼1Vi ¼ 1 and the joint density function of
(V1,V2, . . . ,Vn) is f(V1,V2, . . . ,Vn) = C(n), where C represents the C function, (V1,V2, . . . ,Vn�1) 2 Sn�1 and Sn�1 ¼
ðV1;V2; . . . ;Vn�1Þ : Vi P 0; i ¼ 1; � � � ;n� 1;

Pn�1
i¼1 Vi 6 1

n o
.

2.2. Theorem

Define the quantile q as

F�1ðqÞ ¼ inffx : FðxÞP qg ð3Þ

where q 2 (0,1).
F�1(q) can be estimated as

F�1
n ðqÞ ¼ inffx : FnðxÞP qg ð4Þ

The objective is to approximate P F�1
n ðqÞ � F�1ðqÞ

� �
6 t

h i
by using the smoothed random weighting estimation

P� bH�1
n ðqÞ � bF�1

n ðqÞ
� �

6 t
h i

, where t 2 R, P⁄ is the conditional probability when X1, X2, . . . , Xn are given, and P represents

the probability. bH�1
n ðqÞ and bF�1

n ðqÞ are defined as

bH�1
n ðqÞ ¼ infft : bHnðtÞP qgbF�1

n ðqÞ ¼ infft : bF nðtÞP qg
ð5Þ

where bHnðqÞ and bF nðqÞ are the smoothed forms of Hn(x) and Fn(x).
The kernel estimation of F(x) can be represented as

bF nðxÞ ¼
1
n

Xn

i¼1

K
t � Xi

an

� �
¼
Z

K
t � x
an

� �
FnðxÞdx ð6Þ

where an > 0 is a series of positive constants such that an ? 0 when n ?1, and the kernel function K: R ? R is a distribution
function.

Accordingly, the random weighting estimation of bF nðxÞ is

bHnðtÞ ¼
Xn

i¼1

ViK
t � Xi

an

� �
¼
Z

K
t � x
an

Br

� �
HnðxÞdx ð7Þ

where the integral is measured in the sense of Lebesgue, and Br is an independent standard Brownian motion on [0,1),
resulting from the discrete form that obeys Brownian motion.

The kernel density estimation is defined as

f̂ nðtÞ ¼
1

nan

Xn

i¼1

k
t � Xi

an

� �
ð8Þ

where k is the density of kernel function K.

Theorem 1. Suppose that

(i) F(x) is three-times continuously differentiable near F�1(q);
(ii) f = F0 and f(F�1(q)) > 0;
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