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well-separated partition and provide an operational criterion that gives the possibility to
measure the quality of cluster separability in a partition. Especially, the analysis of cluster
separability in a partition is illustrated by implementation of the k-means algorithm.
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1. Introduction

Clustering or grouping a set of data points into conceptually meaningful clusters is a well-studied problem in recent
literature [2,3,9,10,18,20,22,27], and it has practical importance in a wide variety of applications such as computer vision,
signal-image-video analysis, multimedia, networks, biology, medicine, geology, psychology, business, politics and other
social sciences.

LetI={1,...,m}and]J = {1,... k}. A partition of the set A = {a; € R" : i € [} into k disjoint subsets y,..., T, 1 < k< m,
such that

k
Umni=A mnm=0, r#s, |ml =1, vrsje], (1)
i=1

will be denoted by IT = {m;,...,m} and the set of all such partitions by P(A, k). The elements 7, .., m; of the partition IT
are called clusters in R".
Any function d: R" x R" — R, R, := [0, +oco), with the following property
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V(x,y) eR" xR") d(x,y) >0 and d(x,y)=0<=x=y,

is called a distance-like function (see, e.g., [10,27]). Let d : R" x R" — R,, be a distance-like function. Then for each cluster
7; € I1 its center ¢; is defined by

¢ = c(m) = argminy " d(x, @), (2)

XECO]‘IVTEj ﬂ.'Eﬂj
where conv7; denotes the convex hull of the cluster 7;. It is said that the partition IT* € P(A, k) is a globally optimal k-par-
tition if
IT* = arg min F(I1 d(cj, @), (3)
HeP(Ak) ]Zm;n,

where F : P(A, k) — R, is the objective function.

Conversely, for a given set of different points z1, ..., z, € R", by applying the minimum distance principle (see, e.g., [10,24]),
one can define the partition I1 = {n(z),...,7(zx)},
n(zj) ={ae A:d(z,a) <d(z,a), Vs=1,...,k}, je€], (4)

where a tie-breaker rule is needed in case of equality.
Therefore, the problem of finding an optimal partition of the set .4 can be reduced to the following optimization problem:

argminF(zy,...,z), F(zi,...,z) medzj (5)

29,2k ERM 1<j<k

Optimization problems (3) and (5) are equivalent [24]. Global optimization problem (5) can also be found in the literature as
a center-based clustering problem [9,12,27]. If the squared Euclidean distance d : R" x R" — R, ,d(x,y) = ||x — y||* is used, the
function F from (5) becomes a standard k-means objective function. The objective function F : R" — R, defined by (5)
can have a large number of independent variables (the number of clusters in the partition multiplied by the dimension of
data points: k - n), it does not have to be either convex or differentiable and usually it has several local minima. Hence, this
becomes a complex global optimization problem.

Furthermore, suppose that A C R" = {(x,...,Xn) : x; € R} is a given set. By using the squared Euclidean distance
d:R"xR"— R, dx,y) = [|x —y||* = (x—y, x —y), where (-,-) is the standard inner product, we analyze internal separa-
bility of some partition IT of the set of data points .4, i.e., we consider the following problem:

Let A C R" be a set, d the squared Euclidean distance and zi,...,z, € R" a set of mutually different points (assignment
points) that determine the partition IT = {7(z1),...,7(z)}, where 7(z) are given by (4). The question is: How can the
assignment points be changed such that the partition T1 remains unchanged?

Especially, an open ball B(6) = {u € R" : ||lu|| < 6} of radius ¢ > 0 is searched for, such that for an arbitrary set of assign-
ment points {{;,...,{ € R": {j € zy+ B(d)} the clusters 7({;) and 7(z;) are equal for all j € J. The ball B(9) is said to be a
separability ball of the partition I1 and the corresponding balls

Zzi+B():={z+u:ueB()}, jeJ,

will be called separability balls associated with assignment points z,,. .., z.

Note that in this way separability balls for all clusters have the same radius ¢. The problem could also be formulated such
that separability balls are searched for each cluster separately.

There is a rich literature considering similar problems. Some of them will be discussed in detail in the next section, after
the term cluster separability in a partition is defined and a characterization of a well-separated partition is given. The prob-
lem is first considered for the one-dimensional case, and then in detail for the n-dimensional case. In Section 3, cluster
separability in a partition is illustrated by the implementation of the k-means algorithm. Finally, some conclusions are given
in Section 4.

2. Cluster separability in a partition

Let1<k<m, I={1,...,m}, J={1,...,k}, and let A = {a; € R" : i € I} be a given data set in R". By using the squared
Euclidean distance, for a given set of assignment points zi,...,z, € R", according to the minimum distance principle, there
is a partition IT = {7t(z1),. .., 7(z)} made up of clusters

n(z) ={ac A: |z —a| <llzs—al, se]}, jel (6)
Note that each cluster 7(z;) depends on the neighboring clusters, and notation 7(z;) implies that cluster 7(z;) is associated

to the center z;. It is well-known (see, e.g., [10]) that it may happen that some of the clusters are empty sets or that some
elements a € A appear on the border of two or more clusters 7(z;),...,n(z;) determined by assignment points zi,. ..,z
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